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Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00€/1-€

To SET UP WITH MULTIPATH ACTIVE-ACTIVE ISCSI FAILOVER,
PERFORM THE FOLLOWING STEPS:

1. Hardware configuration:
2. Network Configuration

* Set server hostnames and ethernet ports on both nodes (node-a, node-b)
3. Configure the node-b:

 Create a Volume Group, iSCSI Volume

 Configure Volume Replication mode (destination and source mode) — define remote mode of binding , create Volume Replication
task and start the replication task

4. Configure the node-a
 Create a Volume Group, iSCSI Volume

« Configure Volume Replication mode (source and destination mode), create Volume Replication task and start the replication
task.

Create targets (node-a and node-b)
Configure Failover (node-a and node-b)
Start Failover Service

Test Failover Function

C

Run Failback Function
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Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Storage client 1

1. Hardware Configuration

Storage client 2

IP:192.168.0.101  eth0

IP:192.168.21.101

eth0 1P:192.168.0.102

[P:192.168.21.102

.

IP-192.168.22.101 — eth2 (MPIO) 5,195 168.22.102
IP:192.168.31.101 PING NODES h IP:192.168.31.102
IP:192.168.32.101 '125\‘:233?;71 192.168.1.107, eth3 (MPIO) IP:192.168.32.102
Data Server (DSS1) opene Data Server (DSS2)
node-a node-b
IP Address:192.168.0.220 Switch 1 | _L | Switch 2 IP Address:192.168.0.221
RAID System 1 RSTP/Port Trunk RAID System 2
Note:/

Port used for WEB GUI management
1P:192.168.0.220

Storage Client Access, Multipath
Auxiliary connection (Heartbeat)

eth0 4

Please use external tool to
monitor failures in connections
between switches.

> d

Port used for WEB GUl management
eth0 1P:192.168.0.221

Tna

Storage Client Access, Multipath

bond0 IP:192.168.1.220 (eth1, eth2)
Storage Client Access, Multipath

T

—

Node-a 192.168.21.100; iSCSI Target 0
(_ Node-b 192.168.22.100; iSCSI Target 1

(Resources Pools and Virtual IP Addresses}

Auxiliary connection (Heartbeat)

(eth1, eth2) Ip:192.168.1.221 bond0
Storage Client Access, Multipath,

Aucxiliary connection (Heartbeat)
(eth3, ethd)

Auxiliary connection (Heartbeat)
(eth3, ethd)  IP:192.168.2221 bond1

Volume Replication,
Aucxilliary connection (Heartbeat)

1P:192.168.5.220

IS " ]
\(Resources Pools and Virtual IP Addresses:
Node-a 192.168.31.100; iSCSI Target 0
Note: (_ Node-b 192.168.32.100; iSCSI Target 1

IP:192.168.5.221

bond1 IP:192.168.2.220
eth’ 4
Volume Groups (vg00) ﬂ
SCS1

iSCSI volumes (lv0000, Iv0001)

iSCS| targets

&P P

It is strongly recommended to use direct point-to-point and if possible 10Gb
connection for the volume replication. Optionally Round-Robin-Bonding with 1Gb
or 10Gb ports can be configured for the volume replication. The volume replication
connection can work over the switch, but the most reliable is a direct connection.

iSCSI Failover/Volume Replication (eth5)

NOTE:

Volume Replication ,
h eth5
ﬂ Volume Groups (vg00)
isCsl

(E iSCSI volumes (Iv0000, Iv0001)

Auxilliary connection (Heartbeat)
iscs!
-y Y

iSCSI targets

To prevent switching loops, it's recommended to use RSTP (802.1w) or Port Trunking on network switches used to build A-A Failover network topology.

www.open-e.com
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Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Data Server (DSS2) . .
node-b 2. Network Configuration

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: Setup » Network interfaces ﬁg—t‘j i
Infertaces % ? Server hame =
After logging on to the Open-E e Senver name: dos2
DSS V7 (nOde'b), please gO tO — @ ethl Comment: Data Storage Software
SETUP and choose the ,,Network - e et
interfaces” option. - Sl |
In the Hostname box, replace the oo
“— @ ethd

"dss" letters in front of the numbers

with  ,node-b” server, in this
example ,node-b-59979144” and
CIICk the button (thls W|” Hostname: ‘) node»b-599?9144
require a reboot).

Hosthame

Please apply changes or press "reload" hutton to discard

DNS settings

DNS 194.204.152.34,194.204.158.1

J# Event Viewer

Data Storage Software V7 - Al rights reserved
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Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Data Server (DSS2) . .
node-b 2. Network Configuration

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Setup » Network interfaces » eth0

Interface info
Interfaces »* ?

= Intel Corporation 8257 1EB Gigabit Ethernet Controller (rev 0B)

Next, select eth0 interface and in EL
the IP address field, change the oo
IP address from 192.168.0.220 to o e
192.168.0.221 N i
Then click (this will restart

Warning! You are currently connected through this interface.

— @ eths

network configuration).
M Active
MAC: 00:15:17:95:75:04
' DHCP
\(" Static
IP address: 192.1658.0.221
Netmask: 255.255.255.0
Broadcast: auto
Gateway: 192.168.0.1
.
__ =

J# Event Viewer

Data Storage Software V7 - Al rights reserved
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open-e

Data Server (DSS2) . .
node-b 2. Network Configuration

IP Address:192.168.0.221

a

SETUP CONFIGURATION

open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

You are here: Setup » Network interfaces
. T Create new bond interface
Once again, select Interfaces and — Sl Gionr e
in the ,Create new bond e R e jes cabie e 3
interface” function check two - >F T ettt yes cable yes
boxes with eth1 and eth2. Next, in ;“ > - 5 e Ziie o
the field Crt_eate select a bonding N =  u S o i o
mode. In this example select New
eths O = ethd yes cable yes
- = eths yes cable yes g
Create:\ New balance-alb E
MAC: 02:38:22:48:C2:69
' DHCP
Next, in the field Adress IP enter s
192.168.1.221 and in the Netmask //? Address IP: 192.188.1.221
field enter 255.255.255.0 > Netmask 256,256 265.0 |
Afterwards, click the button / ErosGase
and confirm this action by clicking —
the button. -
J# Event Viewer -

Data Storage Software V7 - All rights reserved
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open-e

Data Server (DSS2) . .
node-b 2. Network Configuration

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

Youare here Setp > Nebwork neraces
Again, in the ,Create new bond e A ik c;e?tlnev;b:qn:mm:en
interface” function check two T FoR e s cable yes
boxes with eth3 and eth4. Next, in oo e CF R am s cable  nobondd)
the field Create select a bonding ‘K " m aw s cable o bondd)
mode. In this example select New -N\) P ® ethd yes cable yes
balance-alb. Lo s > - etha yes cable yes
N | r E oths yes cable yes
Create:\ New balance-als =l
MAC: 02:2C:27:36:54:97
€ DHCP
@ Static

Next, in the field Adress IP enter

192.168.2.221 and in the Netmask /

field enter 255.255.255.0 //> i
Afterwards, click the button Broadcast

and confirm this action by clicking Gateway:
the button. _ H

’? Address IP: 192.168.2.221

J# Event Viewer

Data Storage Software Y7 - All rights reserved
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Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Data Server (DSS2) . .
node-b 2. Network Configuration

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Network interfaces » eths

Interfaces * ? Interface info
i @ etho . Intel Corporation 52546GB Gigabit Ethernet Controller (rev 03)
- @ eth1 (bond0)
- @ eth2 (bond0)
- @ eth3 (bond1) [P adaiess
— @ ethd (bond1)
V' Active
Next, select eth5 interface and in are e O
H — @ bond0 : :04:23:Bb:EC:
the IP address field, change the
“ @ bond1 ' DHCP
IP address from 192.168.5.220 to
0 & Statj
192.168.5.221 and click the -
button ‘) IP address: 192.168.5.221
MNetmask: 255.255.255.0
Broadcast: auto
Gateway:
¥ Event Viewer Activation required. Without activation system services will continue running for 30 days after volume group creation. i

Data Storage Software V7 - Al rights reserved
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Data Server (DSS1) . .
node-a 2. Network Configuration

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Network interfaces ﬁg—t‘j |
ORI % 2 Server name =
i @ ethd - Server name: dssi
. . — @ ethl Comment: Data Storage Software
After logging in to node-a, please -
goto SETU.P and cho?se the o o |
»Network interfaces” option. o eths
In the Hostname box, replace the _ o otis
"dss" letters in front of the numbers
with ,node-a” server, in this i Snains
example ,,n0d9'3'39166501 ”and Hostname: ‘> node-2-39166501
click (this will require a
reboot),
Please apply changes or press "reload" hutton to discard
DNS settings
DNS 194.204.152.34;194.204.159.1
i
J# Event Viewer

Data Storage Software V7 - Al rights reserved
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open-e

Data Server (DSS1) . .
node-a 2. Network Configuration

IP Address:192.168.0.220

] OPEN-@ | ENTERPRISE CLASS STORAGE S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS
You are here: Setup » Netwark interfaces ,‘gg—ﬂ @&
Interfaces Create new bond interface ~
Next, select Interfaces and in the A selert pmARherice
,Create new bond interface” . . = ¥ e e s
function check two boxes with eth1 — —>F F em s catle yos
and eth2. Next, in the field Create o > R yoo cable |
select a bonding mode. In this e et | o = eth yes cable yes
example select New balance-alb. _ e o5 =R yes  cable yes
\ | - ] eths yes cable yes g
Create;\ New balance-alb B
MAC: 02:1C:75:D6:55:FB
' DHCP
In the field Adress IP enter o
192.168.1.220 and in the Netmask /—"7 paese L
field enter 255.255.255.0 /——) Tt Gl B
Afterwards, click the button Broadcast
and confirm this action by clicking Gateway:
the button. =
Event Viewer

Data Storage Software V7 - All rights reserved
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open-e

node-a

Again in the ,Create new bond
interface” function check two
boxes with eth3 and eth4. Next, in
the field Create select a bonding
mode. In this example select New
balance-alb.

Next, in the field Adress IP enter
192.168.2.220 and in the Netmask
field enter 255.255.255.0
Afterwards, click the button
and confirm this action by clicking
the button.

Data Server (DSS1)

2. Network Configuration

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Network interfaces
Create new bond interface
Interfaces * ?
= Select  Primary Interface
- @0 r E eth0 yes cable yes
- @ eth1 (bond0)
~ ] eth1 yes cable no (bondD)
—_ ¥ eth2 (hond0)
= [ eth2 yes cable no {bond0)
— @ ethd |
L @ cths > v = ethd yes cable yes
ey |
N O = eths yes cable yes
Create:\ New balance-alb j
MAC: 02:1C:26:AA:B4:38
¢ DHCP
& Static

> Address IP: 192.168.2.220

/2 Metmask: 255.255.255.0
/ Broadcast:

Gateway:

=
J# Event Viewer

Data Storage Software V7 - All rights reserved
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Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Data Server (DSS2) .
node-b 3. Configure the node-b

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Configuration » Volume manager » Volume groups ;‘;"—t‘j i
S —

Under CONFIGURATION, select
»volume manager”, then click on
»volume groups”.

Vol. groups n ? Unit rescan

Unit manager

Unit Size (GB) Serial number

2 2 Unit MDO 298.10 N/A available

In the Unit manager functlon / Action: new volume group L]

menu, add the selected physical

— Name: vg00
units (Unit MDO or other) to create /)

a new volume group (in this case,
ngO) and CIle the button Please apply changes or press "reload” button to discard

Drive identifier

Unit Serial number
- Unit S000 9RABVDG3 ‘
I Unit S001 9SY0QWBT ‘ =

¢ Event Viewer

www.open-e.com 12



Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Data Server (DSS2) .
node-b 3. Configure the node-b

IP Address:192.168.0.221

a

SETUP CONFIGURATION

OPCMN-@ | ENTERPRISE CLASS STORAGE O for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume groups » vg00

Select the appropriate volume
group (vg00) from the list on the

Vol. groups * ? Volume manager

H System volumes
L @ vgOl

left and create a new iSCSI swap w B
V0|Ume Of the reql.“red SIZG ‘ Reserved for snapshots 0.00
Please set 2 logical volumes in the Ressrved for system 4.00
ACtIVG-ACtIVG OptIOI‘] ‘ Reserved for replication 0.00
The 1st logical volume (lv0000) | Free 290.06
will be a destination of the Es s B
replication process on node-b. _— = =
* ? V' Use volume replication

Next, check the box Use volume ___— s
replication. ¥ Initialize

Rate: medium =l

& Block /0
-}

After assigning an appropriate 0 290.06
amount Of Space for the |SCSI add: 50 GB  (+0.12 GB for replication)
VOlume’ CIICk the bUtton Please apply changes or press "reload :Ut‘tmscarc

v

¢ Event Viewer

www.open-e.com (K]
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Data Server (DSS2) .
node-b 3. Configure the node-b

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

SETUP

CONFIGURATION MAINTENANCE

You are here: Configuration » Volume manager » Volume groups » vg00
P P Logical Volume Type Snap. Rep.
5 = 1v0000
NeXt, Create the 2nd |Oglca| B System volumes
volume on the node-b. Logical swap
VO|Ume (IV0001) W|” be the source | Reserved for snapshots 0.00
of the replication process on this | e 400
nOde . Reserved for replication 0.13
Free 239.94
Action: -> new iSCSI volume =l
Options: Just create volume j
= ’?W Use volume replication
Next, check the box Use volume / -
replication. '
¥ Initialize |
Rate medium j
@ Block I/O
After assigning an appropriate 1
1 0 239.94
amount Ofspace for the ISCSI add 50 GB  (+0.12 GB for replication)
volume, click the button. g—— |
¢ Event Viewer

www.open-e.com 14
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open-e

Data Server (DSS2) .
node-b 3. Configure the node-b

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Configuration » Volume manager » Volume groups » vg00

Vol. groups " ? Volume manager
L ® Vg0 Logical Volume Type Snap. Rep. '
| Iv0000 @é v WA 5000
/2”0001 @; v N/A 50.00
. . System volumes S(;Ee
2 logical iSCSI Volume Block I/0 - w @
are now configured. |
Reserved for snapshots 0.00
Reserved for system 4.00
Reserved for replication 0.25
. Action: new NAS volume LI
[T Use volume replication
iSCSl
— . . . . [ WORM
(M iSCSI volume (Iv0000) is set to destination |
|
. 0 189.81
isLsl _ add: 0.00 GB
(M iSCSI volume (Iv0001) is set to source

v

# Event Viewer

www.open-e.com 15
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Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: Configuration » Volume manager » Volume groups ."—: i

Vol. groups n ? Unit rescan

Under CONFIGURATION, select
»,volume manager” and then click
on ,Volume groups”.

Unit manager

Unit Size (GB) Serial number
/”’7 Unit S001 465.70 N/A available
Add the selected physical units ham e ol =
-
(Unit S001 or other) to create a = Name: g
new volume group (in this case,

vg00) and click button.

Please apply changes or press "reload” button to discard

Drive identifier

Unit Serial number

O Unit 001 N/A ‘

Volume Groups (vg00)

¢ Event Viewer

www.open-e.com 16
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Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

a open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

. You are here: Configuration » Volume manager » Volume groups » vg00 ;‘;1 ' |
Select the appropriate volume - :
: . * ? 'olume manager
group (vg00) from the list on the il
. >_ — System volumes

left and create a new iSCSI - S o G
volume of the required size. e —
Please set 2 logical volumes in the R =
ACtIVG-ACtIVG optlon Reserved for replication 0.00
The 1st logical volume (Iv0000) | Eree 45766
will be a source of the replication — > e
process on the node-a.

Options: Just create volume LI

Vol. replication H* ? ¥ Use volume replication
Next, check the box for ,Use - ¢ File 10
volume replication” W hitialize
Rate: medium L.‘ |

After assigning an appropriate & Block 10
amount of space to the iSCSI 1
volume, click the button. : o 45766

add: 50 GB  (+0.12 GB for replication)

—

NOTE: Please apply changes or press "reload" button to discard Ll
The source and destination volumes must be of T a— ——— - —
identical size.

www.open-e.com 17
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Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

a

SETUP CONFIGURATION

OPEIN-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

MAINTENANCE

You are here: Configuration » Volume manager » Volume groups » vg00

Logical Volume Type Snap. Rep.
Vol. groups »* ?

v0000

Next, create the 2nd logical
volume on the node-a. Logical e Sm——
volume (Iv0001) will be a swap
destination of the replication | reservsirorsigsnon 000

process on this node. \ | == ue 400
Reserved for replication 0.13
\ 407.53
Action: LI

new iSCSI volume

Next, check the box for ,Use e e =
' . . ” — 4) ¥ Use volume replication
volume replication”. g
C File IO
¥ Initialize |
Rate medium j
After assigning an appropriate T
amount of space to the iSCSI |
volume, click the button. 0 40753
add 50 GB  (+0.12 GB for replication)
NOTE: — I -

The source and destination volumes must be of K Evont Mowent

. . . > -
identical size. [ oaaSrageSofwareV7-Alrghtsreseved |

www.open-e.com 18
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open-e

Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

o open-e

SETUP

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume replication » vg00 ."-: i

Vol. groups

Volume manager

= @ vg0o Logical Volume Type Snap. Rep.

= 10000 gg v A 50.00
| Iv0001 e

System volumes

SWAP 400 ﬂ

2 logical iSCSI Volume Block I/0
are now configured.

Reserved for snapshots 0.00
Reserved for system 4.00
Reserved for replication 0.25
Vol. replication n ? Free 35741
Action: new NAS volume _v_|
[~ Use volume replication
iSCSI
(M iSCSI volume (Iv0000) is set to source I WORM
| -
|
iSCSI 0 357.41
- q . . . dd 0.00 GB
(M iSCSI volume (Iv0001) is set to destination °

v

¢ Event Viewer

www.open-e.com 19
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open-e

Data Server (DSS2) .
node-b 3. Configure the node-b

IP Address:192.168.0.221

a

SETUP CONFIGURATION

open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS HELP

Now, on the node-b, goto
,Volume replication”.

Within Volume replication mode
function, check the Destination > ko G & & &
box for Iv0000 and check the T — e - - -

You are here: Configuration » Yolume manager » Yolume replication

Yol. groups n ? Yolume replication mode

Logical Volume Source Destination Clear metadata

L @ vgoo

Source box for Iv0001.

Then, click the button.

Please apply changes or press "reload" button to discard ‘

In the Hosts binding function,
enter the IP address of node-a (in

Hosts binding

our example, this would be Vol. replication % 2 Define rermote node
1 921 685220)’ enter nOde'a e —— —) Remote node IP address: 192.168.5.220
4} Remote node GUI (administrator) password: ecese

administrator password and click

the button. m =

NOTE: ‘

The remote node IP Address must be on the same

subnet in order for the replication to communicate. Create new volume replication task

VPN connections can work providing you are not @ e

USing a NAT. Please follow example: volume replication tasks can not be created hecause there is no remote node connected. o~
* node-a: 192.168.5.220 A Event Viewer -
* node-b: 192.168.5.221 ol SR L e el

www.open-e.com



Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Yolume manager » Yolume replication é;.’—t‘j i
Yol. groups * ? Yolume replication mode O el
T = Logical Volume Source Destination Clear metadata
— @ vg0o
S 140000 done 2 r |
Next, on the node-a, go to — — - v -
H H th
»,volume replication”.

Within Volume replication mode
function, check the Source box for e Ry s arpese e R e
Iv0000 and check the Destination
box for Iv0001.

Next, click the button.

Hosts binding

Remote node

Vol. replication * ?
= Host name: node-h-5... IP address: 192.168.5.221 Status: Reachable

Create new volume replication task

Task name:

Source volume: 0000 |

#c Event Viewer

Data Storage Software Y7 - All rights reserved
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Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

i

You are here: Configuration » Volume manager » Volume replication é;.’—t‘j
e

In the Create new volume Vol. groups # 7
replication task, enter the task —
name in the Task name field, then
click on the = button.

In the Destination volume field, EISES SRS VOIS tereton Bk

Se|eCt the apprOprlate V0|Ume (ln Task name MirrorTask-a

-

thls example’ IVOOOO) Source volume: V0000 _:_I
% Destination volume w0000 _'_]
ﬂ Bandwidth for SyncSource (MB): 600
Vol. replication n ?
)

Please apply changes or press "reload" button to discard

In case of a 10GbE connection it is
recommended to set for the

replication a higher Bandwidth for
SyncSource (MB). To achieve Qe
better performance you can set ' |
S500MB. In the example, maximum | |
600MB is used. Next, click the &

bUtton. ¥ Event Viewer

Data Storage Software V7 - All rights reserved

Replication tasks manager
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Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS HELP

SETUP CONFIGURATION

You are here: Configuration » Yolume manager » Yolume replication ﬁ;—!i E3
et —

Vol. groups n ?
i = Hosts binding
— @ vglo
Remote node
Host name: node-h-5... IP address: 192.168.5.221 Status: Reachable

Create new volume replication task

Vol. replication * 2 Q@ o

— Mo volumes with replication functionality found or all volumes have a task assigned already.

L @ MirorTask-a

Now, in the Replication task
manager function, click the

Replication tasks manager

corresponding ,play” button to start
the Replication task on the node-a.

L

J#c Event Viewer

Data Storage Software Y7 - All rights reserved
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Data Server (DSS1) .
node-a 4. Configure the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Yolume manager » Yolume replication é;.’—t‘j i
e —
-
Vol. groups » ?
L @ wgoo

Create new volume replication task

o Info

Mo volumes with replication functionality found or all valumes have a task assigned already.

e repllcatlon ® 7 Replication tasks manager e G 2

In the Replication tasks manager

function, information is available on L o Minormska Starttime Action
currently running replication tasks. ~ Jlies wzosos o » (B
When a task is started, a date and s vt -
t|me Wl” appear Destination volume: Iv0000

Destination IP: 192.168.5.221

Protocol type: Synchronous

L

#c Event Viewer

Data Storage Software Y7 - All rights reserved
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open-e

Data Server (DSS1)

node-a
IP Address:192.168.0.220

4. Configure the node-a

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

o open-e

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Status » Tasks » Yolume Replication

Tasks

You can check the status of

* ? Running tasks

Volume Replication anytime in
STATUS -> ,Tasks” -> ,Volume

Replication” menu.

Click on the " button, located
next to a task name (in this case

MirrorTask-a) to display detailed
information on the current
replication task.

NOTE:

Please allow the replication task to complete

i~ @ Antivirus

L ® Snapshots

~ ® Data (File) Replication

- @ Yolume Replication

/ Praotocol type:

Connection:

Source info:

Logical volume:

Consistency:

Destination info:

Logical volume:
Consistency:

IP address:

“olume replication

Type Start time

2012-09-05 20:20:31

Synchronous

Connected

D000

Consistent

D000

Consistent

192.168.5.221

Tasks log

Time

2012-09-05

50:20:38 MirrarTask-a

(similar to above with status being ,Consistent”)
before writing to the iISCSI Logical Volume.

# Event Viewer

Data Storage Software Y7 - All rights reserved

c 7z

Status Action b

“olume replication OK Started ‘

| =
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Data Server (DSS2) .
node-b 3. Configure the node-b

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume replication ﬁ.’—t‘j i
! —

Next, go to the node-b.

Within Create new volume
replication task, enter the task
name in the Task name field, then
Clle on the ‘—_l button Create new volume replication task
In the Destination volume field, Task name MiorTask-b

select the appropriate volume (in

Vol. groups * ?

L @ vgoo

Source volume: V0001 L’
thls example’ IV0001) \b Destination volume: V0001 LI
Bandwidth for SyncSource (MB): 600

Vol. replication

create

L @ MirrorTask-a_reverse
Please apply changes or press "reload"” button to discard

Replication tasks manager

As in the node-a, in the Bandwidth
for SyncSource (MB) field you

Starttime

must change the value of a |

minimum of 500 MB. In our
example 600 MB is used. Next
click the button.

L

¥ Event Viewer
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Data Server (DSS2) .
node-b 3. Configure the node-b

IP Address:192.168.0.221

a8 open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

SETUP CONFIGURATION

You are here: Configuration » Yolume manager » Yolume replication é;.’—t‘j i
- -
Vol. groups » ?
i = Hosts binding
@ vgOo
Remote node
Host name: node-a-3... IP address: 192.168.5.220 Status: Reachable

In the Replication tasks manager
function, click the corresponding
,play” button to start the
Replication task on the node-b:
MirrorTask-b.

Create new volume replication task

Vol. replication # 2 @ o

T = Mo volumes with replication functionality found or all volumes have a task assigned already.
— @ MirorTask-a_reverse

L @ MirorTask-h

In this box you can find information
about currently running replication -
Replication tasks manager
taSkS Starttime
When a task is started a date and ‘
tlme WI” appear r ° MirrorTask-h 2012-09-05 20:25:27 > n ‘

#c Event Viewer

Data Storage Software Y7 - All rights reserved
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Data Server (DSS2)

node-b
IP Address:192.168.0.221

5. Create new target on the node-b

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

=l

You are here: Configuration » iSCSltarget manager » Targets a’fi

<

Targets »x ? Create new target

Choose CONFIGURATION, ,,iSCSI
target manager” and ,Targets” ™ Target Defautt Name
from the top menu. Name:

Alias:

ign.2012-09: mirror-0

targetd

apphy

In the Create new target function, il e A neae o bkt AiE0a
uncheck the box Target Default *

Name.

In the Name field, enter a name for R ,
the new target and click to i @ No discovery CHAP user access authentication

COﬂfIrm ¢ Enable discovery CHAP user access authentication

Discovery CHAP user access

apply

iSCSI targets 9

NOTE: ¢ Event \iewer
Both systems must have the same Target name. Data Storage Software V7 - Allrights reserved
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Data Server (DSS2)

node-b
IP Address:192.168.0.221

5. Create new target on the node-b

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

CONFIGURATION

SETUP

You are here: Configuration » iSCS|target manager » Targets s':,’t‘i

Targets n ? Create new target

Le targetd o Info

MNew target has been created successfully!

Next, you must set the 2nd target. |
Within the Create new target = I Target Defaut Name

fUﬂCtiOﬂ, uncheck the box Target Narne: > | 0. 2012-09: miirror-1
Default Name. o —

In the Name field, enter a name for
the 2nd new target and click [ aw |
to confirm. Plosse‘aniiy changes o press "eloae buon toeiscary, |

CHAP users * ?

Discovery CHAP user access

@ No discovery CHAP user access authentication

' Enable discovery CHAP user access authentication

apply ‘
|

iSCSI targets 9

NOTE: ¢ Event Viewer

Both systems must have the same Target name. Data Storags Software V7 - Allrights reserved
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Data Server (DSS2)

node-b
IP Address:192.168.0.221

o open-e

SETUP CONFIGURATION

5. Create new target on the node-b

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE STATUS

DATA STORAGE SOFTWARE V7

Targets

After that, select target0 within the

Targets field. S

L ® targetl

To assign appropriate volume to
the target (iqn.2012-09:mirror-0 ->

CHAP users

Iv0000) and click the “+ button

located under Action.

NOTE:

Volumes on both sides must have the same SCSI ID and
LUN# for example: lv0000 SCSI ID on node-a = Iv0000
on node-b.

¥ Event Viewer

WARNING:

Please do not switch on the write back (WB) cache !

You are here: Configuration » iSCS|target manager » Targets » iqn.2012-09:mirror-0 (target0) ,a;t:
* ? Target volume manager
o Info
Currently there are no LUN's added to this target. In order to add a LUN, click on the plus "+"
sign in the "Action” column for this LUN.
o Info
There are logical volumes selected as mirror destination. There is no direct access to mirror
destination volume. In order to access such valume, you can stop mirror task and switch
destination mode to source mode or create a snapshot on the destination volume and assign
the shapshotto a new target.
o Info
Please note that in order to access iSCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNs will be inaccessible. The data will also be
inaccessihle ifyou select an inactive shapshot or a destination volume (volume replication) as
* ? LUND.
Volume SCSIID LUN RO w8 Action
° WOODD | yakFXJGNEVES7eA 0 T —> —
MOD1 | iZGxwih33QBSpRN 0 O m + =
CHAP user access authentication
& No CHAP user access authentication

Data Storage Software V7 - All rights reserved
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Data Server (DSS2)
node-b 5. Create new target on the node-b

IP Address:192.168.0.221

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » iSCS|target manager » Targets » iqn.2012-09:mirror-1 (target1) ’I"’Q

Targets n ? Target volume manager

~ ® targetd o Info

Currently there are no LUN's added to this target. In order to add a LUN, click on the plus "+"
= @) 1argel sign in the "Action” column for this LUN.

o Info

Please note that in order to access iISCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNS will be inaccessible. The data will also be
inaccessihle ifyou select an inactive shapshot or a destination volume {volume replication) as

Next, select target1 within the
Targets field.

LUN 0.
Volume SCSIID LUN RO w8 Action
To assign appropriate volume to hODD  |iZGxwh330BSpRIN | 0 O cy @- |

the target (iqn.2012-09:mirror-1->
Iv0001) and click the *+ button
located under Action.

CHAP users

CHAP user access authentication

& No CHAP user access authentication

¢ Enable CHAP user access authentication

NOTE: ‘

Both systems must have the same SCSI ID and LUN#

WARNING: R e

Please do not switch on the write back (WB) cache ! Data Storage Software V7 - All rights reserved

www.open-e.com
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Data Server (DSS1)
node-a 5. Create new target on the node-a

IP Address:192.168.0.220

a

SETUP CONFIGURATION

open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE

STATUS

You are here: Configuration » iSCSltarget manager » Targets

Targets Create new target

On the node-a, choose -
CONFIGURATION, ,,iSCSI target /7" Target Default Name
manager” and ,, Targets” from the

Narme: ign.2012-09: mirror-0

tOp menu. Alias: target0
Please apply changes or press "reload" button to discard }

Within the Create new target
function, uncheck the box Target
Default Name.

In the Name field, enter a name for
the new target and click to
confirm.

iSCSI targets 9

NOTE:

Both systems must have the same Target name.

Discovery CHAP user access

CHAP users * ?

& No discavery CHAP user access authentication

¢ Enable discovery CHAP user access authentication

apply

¢ Event \iewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS1)

node-a
IP Address:192.168.0.220

5. Create new target on the node-a

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

SETUP CONFIGURATION

You are here: Configuration » iSCS|target manager » Targets s':,’t‘i

Targets n ? Create new target

Le targetd o Info

MNew target has been created successfully!

Next, you must set the 2nd target. |
In the Create new target function, — [ Target Default Name

uncheck the box Target Default Name: > [ign 201209 minor1
Name Alias: target1

In the Name field, enter a name for
the 2nd new target and click o |
to confirm. Please apph changes or press "eload” buton o discard

CHAP users * ?

Discovery CHAP user access

@ No discovery CHAP user access authentication

' Enable discovery CHAP user access authentication

apply ‘
|

iSCSI targets 9

NOTE: |

Both systems must have the same Target name. —
Data Storage Software V7 - All rights reserved
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Data Server (DSS1)
node-a 5. Create new target on the node-a

IP Address:192.168.0.220

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

CONFIGURATION

SETUP

You are here: Configuration » iSCS target manager » Targets » ign.2012-09:mirror-0 (target0)

|»

Targets * ? Target volume manager

— ® targetl 0 Info

Currently there are no LUN's added to this target. In order to add a LUN, click on the plus "+*

Se|eCt the tal'geto W|th|n the L ® | arget] sign in the "Action” column for this LUN.
Targets field. @ o

There are logical volumes selected as mirror destination. There is no direct access to mirrar
destination volume. In order to access such valume, you can stop mirror task and switch
destination mode to source mode or create a shapshot on the destination volume and assign
the shapshotto a new target.

o Info | L

Flease note that in order to access iSCSI-enabled data fram an initiatar, the target needs to

To assign appropriate volume to have a LUN 0, otherwise the data in all other LUNs will be inaccessible. The data will alsa be
. . i ible if lect an inacti hot ar a destination valume (vl licatian)
the target (an.2012_09:m|rror_0 -> CHAP users * ? Sj;c;ss e ITyou select an inactive snapshot or a destination volume (volume replication) as
|V0000) and click the ™+ button — Volume SCSI ID LUN RO WB Action
located under Action. 10000 yakFXJBNEVSE7 eA 0 ] T *) -
10001 7HECRjeM3GUhBfa 0 O O -

NOTE:

Before clicking the & button again, please
Copy & paSte the SCSI |D and LUN# CHAP user access authentication
from the node-b.

& Mo CHAP user access authentication

WARNING: , 1| | =

Event \iewer

Please do not switch on the write back cache (WB) !

Data Storage Software V7 - &l rights reserved
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Data Server (DSS1)
node-a 5. Create new target on the node-a

IP Address:192.168.0.220

a open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

CONFIGURATION MAINTENANCE

SETUP

You are here: Configuration » iSCS target manager » Targets » ign.2012-09:mirror-1 (target1) ‘g;—t‘i i
e —

|»

Targets nx ? Target volume manager

— @ target0 o Info

There are logical volumes selected as mirror destination. There is no direct access to mirror

Se|eCt the tal'get1 W|th|n the 7 ~e e destination volume. In order to access such volume, you can stop mirror task and switch

destination mode to source mode or create a snapshot on the destination volume and assign

Targets f|e|d . the snapshotto a new target.
O o

Please note that in order to access iSCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNs will be inaccessible. The data will also be
inaccessible if you select an inactive snapshot or a destination volume (volume replication) as
LUN 0.

Volume SCSIID LUN RO WB Action -

To assign appropriate volume to
MO0 | iZGxwih33QBSpRAN 0 r Ly + a

the target (iqn.2012-09: mirror-1->
Iv0001) and click the "+ button
located under Action.

CHAP users H* ?

CHAP user access authentication

& No CHAP user access authentication

NOTE:
Before clicking the &l button again, please
copy & paste the SCSI ID and LUN#

from the node-b.
WARNING: z

J#c Event Viewer

Please do not switch on the write back cache (WB) ! e :

¢ Enable CHAP user access authentication

www.open-e.com 35
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open-e

Data Server (DSS1) . )
node-a 6. Configure Failover
IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover

(8

=]
TS

Auxiliary paths

Status node-a-3... interface node-b-5... interface
(local node) (remote node)

On the node-a, go to SETUP and
SeleCt Failover” Inactive eth5 (192.168.5.220) eth5 (192.168.5.221) ﬂ
L .

New auxiliary path

Interface on local node: bond0 (192.168.1.220) ;]

Interface on remote node: bond0 (192.168.1.221) L‘

m add new auxiliary path

Please apply changes or press "reload" button to discard

In the Auxiliary paths function,
select the 1st New auxiliary path
on the local and remote node and
click the

button.

Ping nodes

Ping node P address node-a-3... status node-h-5... status
(local node) (remote node)

No ping nodes defined.

add new ping node

Event Viewer

Data Storage Software Y7 - All rights reserved
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open-e

Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

CONFIGURATION MAINTENANCE STATUS

SETUP

You are here: Setup » Failover ﬁ;—t'j
L

Augxiliary paths

o Info

Auxiliary path has been created successfully.

Status node-a-3... interface node-b-5... interface

(local node) (remote node)
Inactive ethd (192.168.5.220) eths (192.168.5.221) ﬂ
Inactive hond0 (192.168.1.220) hond0 (192.168.1.221) ﬂ

New auxiliary path

In the Auxi"al"y paths fUﬂCtiOﬂ, Interface on local node: bond1 (192.168.2.220)
select the 2nd New auxiliary path
on the local and remote node and

ik the

button.

L

L

Interface on remote node: bond1 (192.168.2.221)

Ping nodes

Ping node P address node-a-3... status node-b-5... status
(local node) (remote node)

No ping nodes defined.

¢ Event Viewer
Data Storage Software Y7 - All rights reserved
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Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

a 0/76‘/7-(’ ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover "’—~‘ i

Ping hodes

o Info

Ping node has been added successfully.

Ping node P address node-a-3... status node-b-5... status

(local node) (remote node)

In the Ping nodes function, enter
two ping nodes.

In the IP address field enter IP New bl ode
address and click the

IP address: 192.168.2.107
button (according to the /

configuration in the third slide). [ e |

In this example, IP address of the
first ping node is: 192.168.1.107
and the second ping node:
192.168.2.107

192.168.1.107 Reachable Reachable ﬂ

Please apply changes or press "reload" button to discard

Failover trigger policy

 |gnare IO errors
@ Trigger failover on IO errors (any volume)

' Trigger failover on IO errars (only volumes configured in failover)

@ Show advanced options

=

Event \iewer

Data Storage Software Y7 - All rights reserved
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Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

SETUP CONFIGURATION

MAINTENANCE

You are here: Setup » Failover "’—: i

Resources pool manager

node-a-39166501 resources
{local node)

Status: unknown

Synchronization status: not configured “sync between nodes

Next, go to the Resources Pool
Manager function (on node-a

Wirtual IP addresses  EE{SREEGTGES

resources) and click the add inial 1B

button. After that, enter Virtual P: 192.168.21.100
Virtual |P, (in this example Interface an local node: bondd (192.168.1.220) =
192.168.21.100 according to the S T -
configuration in the third slide) and s S

select two appropriate interfaces
on local and remote nodes. Then,

click the button.
EEE RS

Broadcast (optional):

node-b-59979144 resources |
{remote node)

Data Storage Software Y7 - All rights reserved

# Event Viewer

www.open-e.com



Open-E DSS V7 with Multipath Active-Active iSCSI Failover 00C/]-€

Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

CONFIGURATION MAINTENANCE

SETUP

You are here: Setup » Failover ;‘q"—t'i i
2 —

Resources pool manager

node-a-39166501 resources
{local node)

Status: unknown _ ii i-
NOW, Stl” On nOde'a resources Synchronization status: not configured
(local nOde) enter the neXt Vlrtual WLUERIERLLIEEEEER iISCS| resources

IP address. Click

enter Virtual IP, (in this example el l?

192.168.31.100), and select two Vil s

appropriate interfaces on the local Interface on local node: band1 (192.168.2.220) =

and remote nodes. Then, click the Interface on remote node: bond1 (192.168.2.221) &l
bUtton . Netmask: 2652552550

Broadcast (optional):

node-b-59978144 resources —
{remote node)

Data Storage Software Y7 - All rights reserved

# Event Viewer
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open-e

Data Server (DSS1)

node-a
IP Address:192.168.0.220

SETUP

o open-e

CONFIGURATION

6. Configure Failover

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE STATUS

You are here: Setup » Failover

Then, go to node-b resources and
click the button
again and enter the Virtual IP (In
this example 192.168.22.100
according to the configuration in
the third slide) and select two

DATA STORAGE SOFTWARE V7

] i
g =

add virtual IP

Virtual IP Interface on local node: Interface on remote node:

hond0 (192.168.1.221) aﬂ
hond1 (192.168.2.221) aﬂ

192.168.21.100 hond0 (192.168.1.220)

192.168.31.100 hond1 (192.168.2.220)

node-b-59979144 resources
{remote node)

Status: unknown

Synchronization status: not configured

/ Virtual IP addresses [EESNEEGTTGEES

appropriate interfaces on the local

and remote nodes. Then, click the
button.

add virtual IP

Virtual IP: 192.168.22.100

Interface on local node: bond0 (192.168.1.220) L]
Interface on remote node: bond0 (192.168.1.221) LI

MNetmask: 255.255.255.0

Broadcast {optional):

# Event Viewer

Data Storage Software Y7 - All rights reserved
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open-e

Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

SETUP CONFIGURATION MAINTENANCE

You are here: Setup » Failover ﬁ;—t'j i
- -
Virtual IP Interface on local node: Interface on remote node:
192.168.21.100 hond0 (192.168.1.220) hond0 {(192.168.1.221) aa
192.168.31.100 hond1 (192.168.2.220) hond1 {(192.168.2.221) aﬂ

node-b-59979144 resources

{remote node)
Now, still on node-b resources,

Status: unknown “
click the button and

enter the neXt Virtual IP, (In th|S Synchronization status: not configured
example 192.168.32.100,
according to the configuration in

Wirtual IP addresses  [E{SR{RCTNI (W1

add virtual IP
the third slide) and select two _
. . Virtual IP: 192.168.32.100
appropriate interfaces on the local
and remote nOdeS Then, Clle the Interface on local node: bond1 (192.168.2.220) :]
button Interface on remote node: bond1 (192.168.2.221) :]
Netmask: 2552552550

Broadcast (optional):

# Event Viewer
Data Storage Software Y7 - All rights reserved
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open-e

Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

a 0,00/7-(’ ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover A= i

WLOEIRIERELLICEEEEM iISCS| resources

add virtual IP
Virtual IP Interface on local node: Interface on remote node:
192.168.21.100 hond0 (192.168.1.220) hond0 (192.168.1.221) aﬂ
192.168.31.100 hond1 (192.168.2.220) hond1 {(192.168.2.221) aﬂ

Now you have 4 Virtual IP

. node-b-59979144 resources
addresses configured on two (rzmote node)
interfaces. @ o

Virtual IP has been created successfully.

Status: unknown

Synchronization status: not configured “sync between nodes

Wirtual IP addresses S REEHIT(H1

add virtual IP

Virtual IP Interface on local node: Interface on remote node:
192.168.22.100 bond0 (192.168.1.220) hond0 {(192.168.1.221) aﬂ
192.168.32.100 bond1 (192.168.2.220) hond1 {(192.168.2.221) aﬂ

# Event Viewer

Data Storage Software V7 - Al rights reserved
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open-e

Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover ,'(_t‘i

Resources pool manager

node-a-39166501 resources
{local node)

When you are finished with setting
the virtual IP, go to the iSCSI
resources tab on the local node Synchronization status: not configured
resources and click the Vitual 1P addrescas
button.

After moving the target mirror-0 e g B
from Available targets to Targets 2

already in cluster, click the &

button. = -

e
node-b-59979144 resources
{remote node)

Info
Virtual IP has been created successfully.

Synchronization status: not configured ~ sync between nodes i
-

Status: unknown

ISCSl resources

¢ Event Viewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS1)

node-a
IP Address:192.168.0.220

SETUP

o open-e

CONFIGURATION

6. Configure Failover

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE STATUS

You are here: Setup » Failover

DATA STORAGE SOFTWARE V7

Next, go to the iSCSI resources
tab on the remote node resources
and click the

add or remove targets

iSCSI target: target0 (iqn.2012-09:mirror-0)

Replication task

MirrorTask-a Iv0000

Logical volume

button.
After moving the target mirror-1
from Available targets to Targets
already in cluster, click the
button.

Status: inactive

Synchronization status: not configured

Virtual IP addresses IS REEGTTE

Replication task state

OK

node-b-59979144 resources
{remote node)

Available targets

Targets already in cluster
ign.2012-09: mirrar-1 =l

=

I

-

¢ Event Viewer

Data Storage Software Y7 - All rights reserved
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Data Server (DSS1) . _
node-a 6. Configure Failover

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover é;.’—t‘j i
L

Fail
After that, scroll to the top of the > b
Failover manager funCtion Cluster status: Ready for Start

At thlS pOIﬂt, bOth nOdeS are ready All required settings have been set up, cluster is ready to be started.
. 9 start
to start the Failover. st

Resources pool

In order to run the Failover service, hode-2:39166501 (local node) resources pool:
H H Status: inactive
click the button and confirm
. . . . Replication state: synced
this action by clicking the
. node-b-59979144 (remote node) resources pool:
bUttOI’] aga'n Status: inactive
Replication state: synced
See details »
Network statuses Remote node status
Ping nodes: 2 of 2 reachahle Remate node Reachable
See details » availability:
Remote node node-b 59979144
Auxiliary paths: 3 defined hostname:
See details » Remaote node IP: 192.168.5.221
See details »

NOTE: Augiliary paths
If the start button is grayed out, the setup has not been ST S
completed.

Data Storage Software Y7 - All rights reserved
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Data Server (DSS1) _ .
node-a 7. Start Failover Service

IP Address:192.168.0.220

) open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS HELP

SETUP CONFIGURATION

You are here: Setup » Failover :E;;t‘j
)

Failover manager

/ Cluster status: Running - OK
After clicking the button, —
9 (o]

configuration of both nodes is RS

complete. node-a-39166501 (local node) resources pool: o
Status: active on node-a-3... (local node)
Replication state: synced

node-h-59979144 (remote node) resources pool:

Status: active on node-h-5... (remote node)
Replication state: synced
See details »
Network statuses Remote node status
Ping nodes: 2 of 2 reachable Remote node Reachable
availability:
NOTE: See details »
L . Remate node node-h-59979144
You can now connect with iSCSI Initiators. The first Ausiliary paths: 3 of 3 reachable hostname:
storage client, in order to connect to target0 please setup See details » Remote node IP: 192.168.5.221

multipath with following IP on the initiator side: o

192.168.21.101 and 192.168.31.101. In order to connect ‘
to target1 please setup multipath with following IP on the
initiator side: 192.168.22.101 and 192.168.32.101.

For the next storage client please setup multipath Augliary pahs

accordingly: for access to target: 192.168.21.102, @ e

192.168.31.102 and for access to targetl: A Event Viewer

192.168.22.102, 192.168.32.102. Data Storage Software V7 - Al ights reserved
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open-e

Data Server (DSS1) _ .
node-a 8. Test Failover Function

IP Address:192.168.0.220

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover .;{‘

Resources pool manager

Info

While a cluster is running you are not ahle to change settings. Please stop cluster in order to
make changes.

h e o et Falover
go to the Resources pool
manager function.

Then, in the local node resources, Siynchronization:statier mynent bl
click on the Virtual IP addresses [RIIec{RE Tt

button and confirm this action by

clicking the button.

iSCSI target: targeto (iqn.2012-09:mirror-0)

Status: active on node-a-3... (local node) % move to remote node

Replication task Logical volume Replication task state
g MirrorTask-a w0000 OK
node-b-59979144 resources
{remote node)

Info

Targets have been added/removed successfully.

Status: active on node-bh-5... (remote node) move to local node

b

Synchronization status: synced

J#c Event Viewer
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open-e

Data Server (DSS1) ) .
node-a 8. Test Failover Function
IP Address:192.168.0.220

8 OP@/N-@ | ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7
SETUP CONFIGURATION MAINTENANCE STATUS
You are here: Setup » Failover ﬁf—t'i i

Resources pool manager

Info

While a cluster is running you are not able to change settings. Please stop cluster in order to
make changes.

node-a-39166501 resources
{local node)

Info

After performlng thls Step, the i Resources were moved successfully.

StatUS fOI' |Oca| nOde resources Status: active on node-b-5... (remote node)
should state ,active on node-b
(remote node)” and the
SynChronlzatlon Status ShOUld Virtual IP addresses EES{OSREEGITGEE
state ,synced”.

) Synchronization status: synced

iSCSI target: target0 (iqn.2012-09:mirror-0)

Replication task Logical volume Replication task state
n MirrorTask-a w0000 OK
node-b-59979144 resources
{remote node)

Info

Targets have heen addediremoved successfully.

Status: active on node-b5... (remote node) move to local node
v
J#c Event Viewer
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open-e

Data Server (DSS1) _ .
node-a 9. Run Failback Function

IP Address:192.168.0.220

[+ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover =] i

Resources pool manager

Info

~ ‘While a cluster is running you are not able to change settings. Please stop cluster in order to
make changes.

P order o st flback ke

bUtton In the Status: active on node-bh5... (remote node)
Resources pool manager box for

local node resources and confirm SYEhionzalion Stabie-Rpment)
thIS aCt'on by C||Ck|ng the Virtual IP addresses [RESISSRCE (=1
button.

add or remove targets

iSCSI target: target0 (iqn.2012-09:mirror-0)
Replication task Logical volume Replication task state

MirrorTask-a w0000 OK

node-b-59979144 resources
{remote node)
Status: active on node-b5... (remote node) move to local node

Synchronization status: synced

Virtual IP addresses esources

v

J#c Event Viewer
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Data Server (DSS1) _ .
node-a 9. Run Failback Function

IP Address:192.168.0.220

[+ open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover 's'(—;

After completing this step, the
status for node-a resources should

. Info
State ,,act'Ve on n0de'a (|Oca| 0 While a cluster is running you are not able to change settings. Please stop cluster in order to

make changes.

nOde)” and the Syn(:hronization node-a-39166501 resources
status should state ,synced”. ﬂoca'node)
Info

Then, yOU Can apply the Same o Resources were moved successfully.
actions for node-b resources.

Resources pool manager

\ Status: active on node-a-3... (local node)
Synchronization status: synced

NOTE:

The Active-Active option allows configuring resource Virtual IP addresses SISl REta

pools on both nodes and makes it possible to run some

active volumes on node-a and other active volumes on

node-b. The Active-Active option is enabled with the

TRIAL mode for 60 days or when purchasing the

. . . . iSCSI target: target0 (iqn.2012-08:mirror-0
Active-Active Failover Feature Pack. The Active- g L ]

Passive option allows configuring a resource pool only RemCTLoeh Logical onane Repiication ¢rsic stase
on one of the nodes. In such a case, all volumes are Mirrorrask-a w0000 oK
active on a single node only.
{remote node)
The configuration and testing Status: active on node-bh5... (remote node) move to local node

Of Active-Active iSCSI Failover Synchronization status: synced sync between nodes

is now complete. A Event ewer |

=l
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Thank youl!
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