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IP based storage management combines NAS and iSCSI functionality for centralized storage
and storage consolidation.
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Synchronous Volume Replication with Failover over a LAN % % % %

= Open-E DSS Synchronous Volume Replication with Failover is a fault tolerance process via iISCSI volume
replication, that creates mirrored target data volumes.

« Data is copied in real-time, and every change is immediately mirrored from the primary server to the secondary storage
server.

* In case of a failure, scheduled maintenance of the primary server, or loss of the primary data source, failover automatically
switches operations to the secondary storage server, so processes can be continued as usual.

www.open-e.com 2
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VOLUME REPLICATION WITH FAILOVER BETWEEN TWO SYSTEMS WITHIN ONE LAN

= Recommended Resources

 Key Hardware (two systems)
v" x86 compatible
v" RAID Controller with Battery Backup Unit
v HDD's
v" Network Interface Cards
v" Ping Node (ping node it is any permanently (24/7) available host in the network. In particular
case the ping node function can be performed by the server storing the data on the iSCSI
failover volume).
« Software
v" Open-E DSS V6, 2 units

= Benefits
« Eliminate business disruption
 Data Redundancy over a LAN
 Switch Redundancy

= Disadvantages
* High cost of solution
« Natural disasters (earthquake, fire, flood...) can destroy local systems

www.open-e.com 3
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« Data is written and read to System 1 (primary)

« Data is continually replicated to System 2 (secondary)
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* In case system malfunction or power failure or lost network connection of the System1 (primary), the
server will send an e-mail Notification to the administrator.
* After a few seconds Automatic Failover is executed and users are switched to System 2 (secondary).
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» After switching, the replicated volume
is available on System 2 (secondary)

open-e
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TO SET UP VOLUME REPLICATION WITH FAILOVER, PERFORM THE FOLLOWING STEPS:

1. Hardware configuration:

» Settings server names, ethernet ports and bonding on secondary and primary node
2. Configure the Secondary node:

 Create a Volume Group, ISCSI Volume

 Configure Volume Replication mode (destination mode) — settings mirror IP address
3. Configure the Primary node

* Create a Volume Group, ISCSI Volume

 Configure Volume Replication mode (source mode) — settings mirror IP address, creating Volume Replication
task and start replication task.

Create new target on Secondary node

Create new target on Primary node

Configure iISCSI Failover (primary and secondary node)
Configure virtual IP and Auxiliary connection

Start Failover Service

© © N o g b

Test Failover Function

10. Run Failback Function

www.open-e.com 7
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Hardware Requirements:

To run the Volume Replication with Failover, two DSS systems 1. Hardware Configuration
are required. Both servers must be located and working in the
Local Area Network. See below configurations for examples: PING NODE

IP Address : 192.168.2.106

Data Server (DSS1) Data Server (DSS2)
Primary node 2| control S
S econdary node
IP Address:192.168.0.220 IP Addresﬁ‘192 168.0.221
RAID System 1 Switch 1 Suitch 2 RAID System 2
Primary — Secondary
Port used for WEB GUI management

Port used for WEB GUI management

IP:192.168.0.220 eth0

Volume Replication,
Auxiliary connection (Heartbeat)

IP:192.168.1.220 ethl

4 ' 4 eth0  1P:192.168.0.221
_/Optional: Volume Replication,
This path can be Auxiliary connection (Heartbeat)
directly  point-to-point ethl 1p:192.168.1.221
connected ethl to ethl

Client Storage Access,
Auxiliary connection (Heartbeat)

bond0 r:1921682220 (eth2, eth3)

(without the switch). Client Storage Access,

lf\l Auxiliary connection (Heartbeat)
\T }/) 4 (eth2, eth3) iP192.1682221  bond0

Bonding IP Bondfng 1P
Volume Groups (vg00
Virtual IP Address:192.168.10.230 (iSCSI Target) Ps (vg00)

iSCSI volume (Iv00) i g iSCSI Failover/Volume Replication (ethl) iISCSI volume (Iv00)

P
4 B
iSCSI targets :
g ______________ > 9 ISCSI targets

Volume Groups (vg00)

www.open-e.com
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gpen-e
Data Server (DSS2) . .
Secondary node 1. Hardware Configuration
IP Address:192.168.0.221
& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: SETUP » network » Interfaces

After logging on the DSS V6

please gO (0] ,,SETUP” tab, | @ | Interfaces K] Server name
»hetwork” and ,Interfaces”. In ethod

5 . 2:2; Server name: [ dss2 |
”Server name funCtlon enter eth3 Comment: | Data Storage Software |

Server name, in this example [F—pnT—

,,dSSZ” and C“Ck bUtton / Please apply changes or press "reload” button to discard

(All connections will be o

estarted)
o Info

Please do not change the hostname unless it is absolutely necessary, as
changing the hostname can cause serious issues with several advanced
functions {such as iISCSI failover), This function requires server restart,

R T e
I ﬂ " iscsI Failover [ }7?

Hostnarme: | dssa0000032 |
etho
eth2

eth3

DMNS settings

DNS |

Event Wiewer:

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS2) . .
Secondary node 1. Hardware Configuration
IP Address:192.168.0.221
& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network » Interfaces » etho

e g .
[ Interfaces "ri (? Interface info

Next select Lh() interface and Z Intel Corporation B2546GE Gigabit Ethernet Controller (rev 03)
change IP Address from
192.168.0.220 in field IP address
t0 192.168 .0.221, and click

IP address

. . Warnin
bUtton (ThIS WI” reStart network & 'v'\-'arning';;i You are currently connected through this interface,
configuration).
M active
M 0004 23:B9: 86 FA
' DHCP
e g i
Niises o e 7 \ ?PtzzZress: [192.168.0.221 |
Netrmask: [ 255.255.255.0 |
Broadcast: | auto |
Gateway: | |

Please apply changes or press "reload” button to discard

Event Wiewer:

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS2) . .
Secondary node 1. Hardware Configuration

IP Address:192.168.0.221

gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

CONFIGURATION MAINTENAMNCE STATUS HELP

SETUP

You are here: SETUP » network » Interfaces » ethl

e g .
[ Interfaces "ri (? Interface info

Next SeleCt th interface and Intel Corporation 82546GBE Gigabit Ethernet Controller (rev 03)
change IP address from
192.168.1.220 in field IP address
t0 192.168 .1.221 and click

IP address

M active
bUtton MAC: 00:04.23:B9:86:FB
' DHCP
* Static
IP address: [192.168.1.221 |
Metrmask: [ 255.255.255.0 |
EIW T Esilnucer GQITT Broadcast: auto
I i isCSI Failover [ R77? | |
Gateway: | |
etho
eth2
eth3 Flease apply changes or press "reload" button to discard

Event Wiewer:

Data Storage Software W6 - All rights reserved

www.open-e.com


http://www.open-e.com/�
http://www.open-e.com/�

Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS2) . .
Secondary node 1. Hardware Configuration
IP Address:192.168.0.221
& agpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: SETUP » network » Interfaces
Again select ,Interfaces” and in . : >
e " Create new bond interface
Crea_te new bond mterface_: o |
function check two boxes with eth2 EEIE% Or r  om o s Singe
and eth3. In field Create select o Or r  om yos ablo gl
bonding mode. In this example QF - - -~ — —
select New balance-rr. QF F  om
Create; [ Mew balance-rr |
MAL: [ 02:2F4ciFoi43:90 |
© DHCP
& Static
/Address IP: [192.188.2.221 |
: &7 iscsI Failover (R? /I\Ietmask: [255.255.255.0 |
etho / Broadcast: | |
E 2:2; Gateway: | |
Please apply changes or press "reload” button to discard

Next enter IP Address in field
Adress IP 192.168 .2.221, I Use HTTP proxy -
Netmask, and click button. —

Event Wiewer:

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS2) . .
Secondary node 1. Hardware Configuration
IP Address:192.168.0.221
& apm-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces

”  Interfaces | ‘*’i .r? Server name

etho

eth1 3
eth2 (bond0) Server name: | dss2 |

eth3 {(bond0D) Comment: | Data Storage Software |
ond0

After reloading page on the dss2 —i
server you have configured bond0.

Setting of the network interfaces on
the secondary node is finished.

Hostname R

o Info

Please do not change the hostname unless it is absolutely necessary, as
changing the hostname can cause serious issues with several advanced
functions {such as iISCSI failover), This function requires server restart,

—
2" isCSI Failover 7

Hostnarme: | dssa0000032 |

etho
bond0

DMNS settings

DNS |

Event Viewer:

Data

Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS1) . .
Primary node 1. Hardware Configuration
IP Address:192.168.0.220
& apm-e ENTERPRISE CLASS STORAGE 03 for EVERY BUSINESS

SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: SETUP » network » Interfaces

After logging on the primary

node please go to ,,.SETUP” 1 1nterfaces  (R[? server name

tab, ,,network” and E st N — |
,Jnterfaces”. In ,Server name” i e (oata smorass sofware |
function enter Server name. In .

this example enter dss1 and Please apply changes or press “reload" button to discard

click button. (All B
connection will be restarted). Hotin 25046

o Info

Please do not change the hostname unless it is absolutely necessary, as
changing the hostname can cause serious issues with several advanced
functions {such as iISCSI failover), This function requires server restart,

T e e e e
I ﬂ iSCSI Failover [ R/7?

Hostnarme: | dssa0000031 |
etho
eth2

eth3

DMNS settings

DNS |

Event Wiewer:

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS1) . .
Primary node 1. Hardware Configuration
IP Address:192.168.0.220
SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: SETUP ¥ network » Interfaces
Aga cIE clface alld ] e Create new bond interface
0 C 0 DOXE C Eg:n; ° O | etho yes cable Single
alld € [0 cale Sele oths o O | ethil yes cable Single
Ode 10 poNdIiNg eXampie E ° v | ethz yes cable Single
cleClted C Ddlc C o 3 | eth3 yes cable Single
Create: | Mew halance-rr ;I
MAL: [ 02:E0:0F:40:02; 86 |
' DHCP
& Static
Address IP; | 192.188.2.220 |
| ZZ,7 iscst Failover (] (? ;Netmask: | 255.255.255.0 |
———— Broadcast: | |
etho
E ethl / Gateway: | |
eth2 = ————
Please apply changes or press "reload” button to discard
HTTP proxy S0
Next enter IP Address in field
I Use HTTP
Address IP 192.168 .2.220, SR BR L -
Netmask, and click button.

Event Wiewer:

Data Storage Software W6 - All rights reserved

www.open-e.com


http://www.open-e.com/�
http://www.open-e.com/�

Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) . .
Primary node 1. Hardware Configuration
IP Address:192.168.0.220
& apm-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces

”  Interfaces | ‘*’i .r? Server name

etho
ethl

eth2 (bondo) Server name: [ dss1 |
eth3 {(bond0D) Comment: | Data Storage Software |
ond0

Please apply changes or press "reload” button to discard

After reloading page on the dssl
server you have configured

bond0. Setting of the network T— DO @
interfaces on the secondary node is _—
f|n|Shed_ o Please do not change the hostname unless it is absolutely necessary, as

changing the hostname can cause serious issues with several advanced
functions {such as iISCSI failover), This function requires server restart,

—
2" isCSI Failover 7

Hostnarme: | dssa0000031 |
etho

Eetm I
bond0

DMNS settings

DNS |

Event Viewer:

Data

Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS2) )
Secondary node 2. Configure the Secondary node
IP Address:192.168.0.221

& apm-f ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION P wolume manager ¥ Yol, groups

Under the ,,CONFIGURATION”
tab, select ,,volume manager”

and next Vol. Groups.

P ——
| _3,“7 vol. groups ,q &

Unit rescan

= ; F Unit manager a7
Volume Groups (vg00) 4 @i Unwsoin 230.08 N/A available
/ Action: new volume group -
MName: wgloo
In Unit manager function add | &7 vol. replication (}/? / S

the selected physical units I e s e e e
(Unit SO00 or other) to create a
new volume group (in this case,
vg00) and click button

Drive identifier

O Unit S000 N/ &

Event Viewer:

Data Storage Software W6 - All rights reserved
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Data Server (DSS2) .
Secondary node 2. Configure the Secondary node
IP Address:192.168.0.221
m gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION # volume manager ¥ Yol, groups » wgOD

Select the appropriate volume

. &7 vol.groups (1R 7 Volume manager e 7
group (vg00) from the list on | R ’
0 vgoo
the left and create a new iSCSI ’ T——— w00 @
vo!umelof the requwed size. Reserved for snapshots 0.00
This logical volume will be the Hoserved tarsystan: 4.00

destination of the rEDlication \ Reserved for replication 0.00
process. ~_ Free 222.03
m| new ISCSI valume =l

Options: | Just create volume LI
| é PP ol replication | R ?W Use volume replication

Next check the box with Use I
volume replication R Initialize

& Block I/0

1

o 222,03 .
After aSSlgnlng an apprOprlate @@ add: GB  (+0.12 GB for replication)
amount of space for the iSCSI — ST
V0|Ume, C“Ck the button Please apply changes or press "reload” button to discard

Event Wiewer:

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS2) .
Secondary node 2. Configure the Secondary node

IP Address:192.168.0.221

& open-e ENTERPRISE CLASS STORAGE 0 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION # wolume manager ¥ Yol, groups » wgOD

Volume manager Ea) t If'i’

o

| #’ vol. groups R
Info

e vgDO o

Logical volume w0000 has been created successfully,

/7 lvoooo Bf;? v /A 10.00 O
Reserved Pool 4.00 O
Reserved for snapshots 0.00
. . . Reserved for system 4.00
The destination iSCSI Volume esarend Torcapilontion o1s
Block I/O is now configured. Croo 21101
Action: new MNAS volume ;I
P4 |SCS| VOIUme (IVOOOO) [T Use volume replication
B I worm -

211.81

Event Viewer:

Data Storage Software W6 - &ll rights reserved
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Data Server (DSS2) .
Secondary node 2. Configure the Secondary node
IP Address:192.168.0.221
t& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: COMFIGURATION # wolume manager b Wol, replication

| a-“/ \ Vol. groups ‘i (? Volume replication mode ) Y (?
Now, select the Vol. replication Sal
v one O v O
and check the box under wanne : —>
Destination and click the |
bUttOn Please apply changes or press "reload" button to discard

Mirror server IP Y

Next, under Mirror Server IP

. dd ; ; -l
function, enter the IP address of ,Ifa\,mfss sz |
the Primary node (in our | & vol. replication (R/? [ oty |

exam ple, thIS WOUld be / Please apply changes or press "reload"” button to discard
192.168.1.220) and click the

button Create new volume replication task
o Info
NOTE Mirror Server IP is not set.

The Mirror server IP Address must be on the same -
subnet in order for the replication to communicate.
VPN connections can work prOViding you are not Replication tasks manager
using a NAT. Please follow example: |
« Source: 192.168.1.220
« Destination: 192.168.1.221

Event Wiewer:

Data Storage Software W6 - All rights reserved
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Data Server (DSS1)

Primary node
IP Address:192.168

Under the ,,CONFIGURATION”
tab, select ,,volume manager”
and next ,,Vol. Groups”

Add the selected physical units
(Unit MDO or other) to create a

3. Configure the Primary node

.0.220

t& apﬁ'ﬂ'f' ENTERPRISE CLASS STORAGE 03 for EVERY BUSINESS

DATA STORAGE SOFTWARE V6

R T T T
: i vol. replication (R /7?

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: COMFIGURATION ¥ wolume manager # Vol, groups
i ——— 5

| a'/ Vol. groups K7 Unit rescan ) ?

Unit manager a7
—p ¥ Unit MDD 465,77 N/ A available
/ Action: new volume group ¥

MName: wgoo

> KIS

new volume group (in this case,
vgO00) and click button

Volume Groups (vg00)

Please apply changes or press "reload" button to discard

Drive identifier

Unit S001

Unit S000

SRY135BZ

ORY1GP7TW

Event Viewsr:

Data Storage Software W6 - all rights reserved
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gpen-e

Data Server (DSS1) . .
Primary node 3. Configure the Primary node
IP Address:192.168.0.220
& apm'e ENTERPRISE CLASS STORAGE 03 for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP
Select the appropnate Volume You are here: CONFIGURATION # volume manager ¥ Yol, groups » wg0OD .
- N O
group (vg00) from the list on &7 vol.groups (R[? Hels el ey 06
the left and create a new iSCSI :
volume of the required size. Reserved Pool 1o @
o o o Reserved for snapshots 0.00
This logical volume will be the — —
. . eserve or system .
source of the replication -
Reserved for replication 0.00
prOCGSS. Free 457.72
Mnew ISCSI volume ;l
Optians: |Just create volume ;l
Next , check box Use volume .
o o v Use volume replication
rephcatlon | ﬂ " wol. replication ‘i & ’ Pt
 File 1/O
[ Initialize
After assigning an appropriate SR
amount of space for the iSCSI - i
VO|Ume, C“Ck the bUtton @@ add: GB  (+0.12 GB for replication)
> @
NOTE Please apply changes or press "reload” button to discard

The source and destination volumes must be of
identical size.

Event Viewer:

Data Storage Software W6 - All rights reserved
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gpen-e

o e BeS) 3. Configure the Primary node
Primary node : gu y
IP Address:192.168.0.220
L& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6
SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: CONFIGURATION ¥ volume manager ® Yol groups » wgOO
AL =
VYolume manager w7
: &7 " vol.groups | }?
= — o Info
=i Logical volume w0000 has been created successfully.
7 IvD000 Q:é"' \/ MNAA 10.00 O
"
Reserved Pool 4.00 C
Reserved for snapshots 0.00
f R df t 4.00
The source iSCSI Volume Block il el i
. . Reserved for replication [elaks]
/0 is now configured.
I ﬂ vol. replication ( }? Eree 447:59
Action: new MAS volume ;l
4 { ISCS' VOIUme (IVOOOO) " Use volume replication
™ worm -
1
4
u] 447,59
00 e

Event Wiewar:

Data Storage Software W6 - All rights reserved
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Data Server (DSS1) . .
Primary node 3. Configure the Primary node
IP Address:192.168.0.220
L& apm-e ENTERPRISE CLASS STORAGE DS for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: CONFIGURATION ¥ volume manager » Yol, replication

4 eae——— T} Volume replication mode
: vol. groups KU?
& :

L& wgoo

Iv0000 done v r r

Now, select Vol. replication, ] [ apply ]

and check the box under
Source and click the
button

Mirror server IP

192.168.1.221 |

Please apply changes or press "reload" button to discard

IF address:
T wan

S T T Y
| ﬂ vol. replication (/7

Next , under Mirror Server IP /

function, enter the IP address of

the Secondary node (in our ®

example this would be '

192.168.1.221) and click the -
button

Create new volume replication task

Replication tasks manager

| .Y Info

Event Viewsr:

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS1) . .
Primary node 3. Configure the Primary node
IP Address:192.168.0.220
L& apm-e ENTERPRISE CLASS STORAGE DS for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: CONFIGURATION ¥ volume manager » Yol, replication

| j Vol, groups Q (? Mirror server IP

L& wgoo
IP address: 192.168.1.221 |
I wan

Enter the task name in field
Task name next click on the

Create new volume replication task

5 . Task name: | MirrarTask
v -
button - Source volume: [ Ivoooo
A estination volurme: | Ivoooo

I ﬂ ” vol. replication | {7 Bandwidth for SyncSource (MB): [ 40
" Asynchronous protocol:

create

.
Il |

Please apply changes or press "reload" button to discard

In the Destination volume
field select the appropriate
volume (in this example, e

IVOOOO) and C||Ck to Mo tasks hawve been found.
confirm i

Event Viewsr:

Replication tasks manager
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Synchronous Volume Replication with Failover over a LA

gpen-e

Data Server (DSS1) . .
Primary node 3. Configure the Primary node
IP Address:192.168.0.220
l& apen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: CONFIGURATION ¥ volume manager » Yol, replication

& vol.grows UR[? oty ]

L& wgDO

Mirror server IP

IP address: 192.168.1.221 |
I wan

Create new volume replication task

A e
: # vol. replication ( }R[?

— o Info
o MirrorTask Mo volumes with replication functionality found or all volumes have a task
assigned already.

Now, in the Replication task
manager function, click on

€ button under to start the
Replication task on the Primary

node o

Replication tasks manager

e 2900

Event Viewsr:
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) . .
Primary node 3. Configure the Primary node
IP Address:192.168.0.220
& OPE'H'E' ENTERPRISE CLASS STORAGE 05 for EVERY BUSINESS
SETUP CONFIGURATION MAINTEMANCE STATUS HELP

You are here: COMNFIGURATION b volume manager * Vol, replication

| yl Vol. groups f,,‘ r? Mirror server IP

L& vwgoO
IP address: 192,168.1.221 |
7 wan

Create new volume replication task

o Info

Mo volumes with replication functionality found or all volumes have a task
assigned already.

In the Replication tasks

: y‘} vol. replication Rr?

0 0 0 Lo MirrorTask

managletgl furE)Ctlon Ir:]formatlon Replication tasks manager

IS avallable about the current

running replication task. @ wirormask 2010-09-06 21:59:57 (@) @ @
Source volume: w0000
Destination volume: [iiuln]ul}
Destination IP: 192.168.1.221
Protocal type: Synchronous

Event Viewer:
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Synchronous Volume Replication with Failover over a LA

gpen-e

Data Server (DSS1) . .
Primary node 3. Configure the Primary node
IP Address:192.168.0.220
& apm-e ENTERPRISE CLASS STORAGE DS for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: STATUS b tasks » Yolume Replication

Under the ,,STATUS” tab, =
select ,,tasks” and Volume —
RElIC&tIOﬂ : Egi;ﬂg;ﬂiﬁiﬁ:‘:kw ﬂo MirrorT ask Yolume replication 2010-09-06 21:59: 57

o Antivirus
Yolume Replication /
o Snapshots Protocal type: Synchronous

‘{ & Running tasks o 7

Connection: Connected

Source info:
Logical volume: lvaooo

Consistency: Consistent

Destination info:

: : Logical volume: lvaooo
C“Ck On the ﬁ-'- bUttOﬂ Wlth Consistency: Consistent
task name (In thlS Case IP address: 192.168.1.221

MirrorTask) to display detailed
information on the current
replication task

2010-09-06
22:00:09

MirrorT ask Yolume replication oK Started ‘ b

NOTE:

Please allow the replication task to complete
similar to above with status being “Consistent”
before writing to the iISCSI Logical Volume.

Event Viewsr:
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gpen-e

Data Server (DSS2)

IP Address:192.168

Choose ,,CONFIGURATION”,
»1ISCSI target manager” and
,Jargets” from the menu

In the Create new target
function, uncheck the box
Target Default Name, and
enter a name for the new target
in the Name field and click

to confirm.

iISCSI targets 9

NOTE:
Both systems must have the same Target name.

Secondary node

.0.221

4. Create new target on the Secondary node

ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION

MAINTENANCE STATUS HELP

You are here: COMFIGURATION F iSCSI barget manager ¥ Targets

DATA STORAGE SOFTWARE V6

|,':"¢.° v ;
| Targets

/7

: ﬁf CHAP users

Je

Create new target

[T Target Default Name
Marme:

Alias:

mytarget |

targetl |

Flease apply changes or press "reload" button to discard

Discovery CHAP user access

[T Enable CHAP user access authentication

Event Viewsr:
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gpen-e

Data Server (DSS2)
Secondary node 4. Create new target on the Secondary node

IP Address:192.168.0.221

L& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: COMFIGURATION F iSCSI barget manager * Targets » mytarget (targetd)

— ="
| s '-‘.—‘0 ! Targets 7 Target volume manager Y 6
_ e targetd o Info

Currently there are no LUN's added to this target. In order to add a LUN,
click on the plus "+" sign in the "Action" column for this LUM,

Select target0 within the
Targets field. @ o

There are logical volumes selected as mirror destination. There is no
direct access to mirror destination volume, In order to access such
volume, you can stop mirror task and switch destination mode to source
mode or create a snapshot on the destination volume and assign the
snapshot to a new target.

o Info

Please note that in order to access iISCSI-enabled data from an initiator,
the target needs to have a LUN O, otherwise the data in all other LUNS
will be inaccessible. The data will also be inaccessible if you select an
Q ) inactive snapshot or a destination volume (volume replication) as LUN O, =

To assign a volume to the

: ﬁf CHAP users

target, click the button €
located under Action © oo [merrscrwevarw] BT T2 @@

Discovery CHAP user access

[T Enable CHAP User access authentication

WARNING:
Please do not switch on the write back (WB) cache ! i)

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS1) .
Primary node 5. Create new target on the Primary node
IP Address:192.168.0.220
l& apen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: COMFIGURATION F iSCSI barget manager # Targets

| ',:{..‘,0 \ Tarets Q ? Create new target
ChOOSG ,,CONF'GURAT'ON” — al_ Target Default Name
and ,,iSCSI target manager” ~ ame:  mifarget |
Alias: | targetd |

and ,,Targets” from the menu

Flease apply changes or press "reload" button to discard

Discovery CHAP user access

In the Create new target
function, uncheck the box
Target Default Name, and
enter a name for the new target
in the Name field and click

to confirm

iISCSI targets 9

NOTE:
Both systems must have the same Target name.

[T Enable CHAP User access authentication

: ﬁf CHAP users R ﬁ

Event Wiewar:
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) .
Primary node 5. Create new target on the Primary node

IP Address:192.168.0.220

l& gpen-e ENTERPRISE CLASS STORAGE 05 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTEMNAMNCE STATUS HELP

You are here: COMFIGURATION k iSCSI karget manager * Targets » miytarget (targetD)

Select the target0 within the Al

Tarets fleld : ';:%9 ! Targets Rr? Target volume manager SN

i targetn o Info

Currently there are no LUN's added to this target, In order to add a LUN,
click on the plus "+" sign in the "Action" column for this LUM,

0 Info

Please note that in order to access iISCSI-enabled data from an initiator,

To assign a volume to the

target, click the button £

. the target needs to have a LUN 0, otherwise the data in all other LUNs
|Ocated under ACtlon will be inaccessible. The data will also be inaccessible if you select an
T —

\inactiue snapshot or a destination volume {volume replication) as LUN O,

Please apply changes or press "reload” button to discard

¢ 00

: ﬁf CHAP users Rr?

Discovery CHAP user access

[T Enable CHAP user access authentication

NOTE: i [ omly |

Both systems must have the same SCSI ID and LUN#

Target IP access

WARNING: Deny access: | |

Please do not switch on the write back cache (WB) ! Allow access: | |

Data Storage Software W6 - &ll rights reserved
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) . . .
Primary node 6. Configure iISCSI Failover

IP Address:192.168.0.220

apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

R s e e .
I @ [ Interfaces "r{ (? Failover status

tho
Now, choose the ,,SETUP” tab, oth1 e
eth2 (bond0) Failover statistics are unavailable due to the iSCSI Failover service heing
next ,,netWOI'k" and Se|eCt Eth%(bﬂndﬂ) disabled. Please go to Failover Configuration to enable it
ond0

ISCSI Failover

Failover configuration

W Enable iSCSI failover functionality
Metwork connection mode: [ Broadcast

Il 1=

. . . Metwork interface for unicast: [ select interface
In the Failover configuration 5 prirnaryiriode-on localbinst —
function, check the box Enable Y[ iscst Failover |3/ e U ELRCE P |
' - Ping node IP(s): [192.168.2.106 |

etho
eth1
bond0

Show advanced =

ISCSI failover functionality. E
Select Network connection
mode (in this example
Broadcast). Next enter the
Secondary node IP and the ==
Plng Node IP (must be on the Please apply changes or press "reload” button to discard
same subnet) and click the
button Failover Tasks

Event Viewsr:

" secondary node on localhost
Primary node IP:

Show advanced =

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS2) . . .
Secondary node 6. Configure iISCSI Failover
IP Address:192.168.0.221
t& apﬂ'?-e ENTERPRISE CLASS STORAGE S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

L eriace Failover status
etho
ethi o Info
eth2 (bond0) Failover statistics are unavailable due to the iSCSI Failover service heing
eth3d (bond0) disahled. Please go to Failover Canfiguration to enable it.
bond0o

D ab a a 0
d sele ove Failover configuration
Q CA
W Enable iSCSI failover functionality
Metwork connection mode: [ Broadcast 4|
/ Metwork interface for unicast: [ select interface =

© Primary node on localhost b

Now, in Failover | & iscst Failover (f4(? s el : :
. . . e —— Fing node IP{s):
configuration function , check etho
] ) eth1 Show advanced >

the box Enable iSCSI failover bondo & secondary node on localhost

Z%?ﬁ:l?%‘%iﬁ'ﬁ‘zfn“tﬁfﬁ‘”k il

example Broadcast). After P
choose Secondary node on Plsase apply changes o press "Faload bittory to discard
localhost enter Primary node
IP address and click the Fllloselll bl
button. p——

Data Storage Software W6 - All rights reserved
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gpen-e

Data Server (DSS1) . . . .
Primary node 7. Configure Virtual IP and Auxillary connection
IP Address:192.168.0.220
& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP
Next’ Select the bondo Wlthln You are here: SETUP b network ¥ iSCSI Failover
ISCSI I_:allover. !n the Virtual A ineriaces (R[? Virtual > Setings
IP Settings function check box e
Enable V|rtual |P and enter IP EEEEE ggunggg o Lri]rftza_nl IP must be set_in d_ifferent subnetwork than p_h\;sical IP an this
address, Netmask, el R D
BroadcaSt’ and C“Ck the LA 02:c3:34af28:c2
button. W Enable virtaal I
IP address ~—{ 15216810230 |
Netrnask [ 255.255.255.0 |
Broadcast [192.168.10.255 |
By setting the address of the [ oty

secondary node in a Failover
configuration, automatic
detection of the interface for
communication.

" G T R
| ﬂ iSCSI Failover | }/?

Augxiliary connection

¥ Use this network interface to communicate between the nodes.

Unicast remote IP; | |

NOTE:

There need to be at least two auxiliary connections. The
interface with the virtual IP can also serve as one of the
auxiliary connections. Please set the Virtual IP Address in a
different network subnet then the physical IP Address. To
have additional iSCSI Failover systems, please set this pair
in a different network subnet from the other iSCSI Failover
systems. This limitation will be removed in the future.

Event Viewsr:
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) . . . .
Primary node 7. Configure Virtual IP and Auxillary connection
IP Address:192.168.0.220
L& apm-e ENTERPRISE CLASS STORAGE DS for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

I @ [ Interfaces Q (? Virtual IP Settings
etho
ethl o Info
eth2 (bond0) virtual IP must be set in different subnetwark than physical IP on this
eth3d (bond0) machine and must be in different subnetwark than Yirtual IP sets on
bondo other machines in the same network area configured also as failover.

Now, select the ethl within
ISCSI Failover.

In the Auxiliary connection
function check box Use this
network interface to
communicate between the Auxlliary connection

nodes and click the | <57 iscsI Failover (R[? . Use this network interface to communicate between the nodes.

button. Unicast remate IF; |

Flease apply changes or press "reload” button to discard

MAC: RS e

" Enable virtual 1P

Event Viewsr:
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gpen-e

Data Server (DSS2) . . . .
Secondary node 7. Configure Virtual IP and Auxillary connection
IP Address:192.168.0.221
ﬂ apen-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP
Choose’ ”SETU P” and You are here: SETUP ¥ network » iSCSI Failover
,,network and ,,m I @ [ Interfaces "r{ Iﬁ? Virtual IP Settings
from the menu a———
eth1 o Info
E 9:2; E'bm"ggg Virtuhal P mgst be Zet in Ei]if]?‘erent sugjnetworkk tr:1an physilcal IF on this
e e on machine and must be in different subnetwork than Yirtual IP sets on
NOW, Se|eCt the bOﬂdO Wlth'n bondo other machines in the same netwaork area configured also as failover,

|SCS| Fallovel’. [FaYes 02:13: 09 edia6: 1e
?W Enable virtual IP

In the Virtual IP Settings — | |
. IF address 192.168.10.230
function check the box Enable / Notrmack e |
virtual IP and enter IP Broadcast [192.162.10.255 |
address, Netmask, [ ooty ]
Broadcast’ and C“Ck the Please apply changes or press "reload” button to discard
button.

G T T R
| ﬂ iSCSI Failover | }/?

Augxiliary connection

¥ ¥ Use this network interface to communicate between the nodes.

Unicast remote IP; | |

By setting the address of the
primary node in a Failover
configuration, automatic
detection of the interface for
communication.

Event Viewsr:
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gpen-e

Data Server (DSS2) . . . .
Secondary node 7. Configure Virtual IP and Auxillary connection
IP Address:192.168.0.221

t& opﬁ‘ﬁ'-e ENTERPRISE CLASS STORAGE S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

T : .
I @ [ Interfaces Q (? Virtual IP Settings
etho
ethi o Info
eth2 (bond0) virtual IP must be set in different subnetwark than physical IP on this
eth3d (bond0) machine and must be in different subnetwark than Yirtual IP sets on
bondo other machines in the same network area configured also as failover.
M 00:04:23:b%:86: b

" Enable virtual 1P

Auxiliary connection

Now, select the ethl within
iISCSI Failover. | 7 iscsl Failover (R7? Sy ¥ Use this network interface to commuinicate between the nodes.

In the Auxiliary connection ; Hhicastremete If; |
function check box Use this [ ooy
network Interface tO Flease apply changes or press "reload” button to discard
communicate between the
nodes and click the

button.

Event Viewsr:
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gpen-e

Data Server (DSS1) . .
Primary node 7. Start Failover Service

IP Address:192.168.0.220
L& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

AETTTTETEE Cl& .
| @ Interfaces K7 Failover Tasks
etho
athi o Info
eth2 (bondD) Please note asynchronous replication tasks will not be displayed in this
eth3 (bond0) window, as only synchronous tasks can be used for failover,
bondo
Search: Search: |
= MirrorTask -

1]

eth0
. ethl

Next, select the iSCSI Ebondu 7 7 2
Failover. Move the iSCSI
Tasks to be used for the [ amply

g g . lease apply changes or press "reload” button to discard
failover service to the Failover S s esan e
TaSkS area by C“C.klng Failover manager Y G
button = and click

o Info

Mo task has been selected.

Event Viewsr:
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) . .
Primary node 8. Start Failover Service
IP Address:192.168.0.220
t& apﬁ‘ﬁ'-ﬁ' ENTERPRISE CLASS STORAGE S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

Search: Search: |
ﬂ Interfaces R?
[l - MirrorTask -
etho
ethl

eth2 (bond0})
eth3 (bond0)
bond0o

1]

G T T R
| ﬁ iSCST Failover (R[?

eth0 A
eth1l Failover manager Y
bond0

SEEIES ST

At this point both nodes are
. In order to delegate (switch) active server state to the passive server dick the
ready to Start the Fallover Manual failover button, This will initiate a failover event and switch the primary

Service server to suspend mode, while the secondary server will be promoted to
active mode, Flease note this will stop the volume replication process.

Manual failover

Data Storage Software W6 - All rights reserved
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Synchronous Volume Replication with Failover over a LA

gpen-e

Data Server (DSS1) . .
Primary node 8. Start Failover Service
IP Address:192.168.0.220
L& apﬁ‘ﬁ'-ﬁ' ENTERPRISE CLASS STORAGE S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

—
I ﬂ ! Interfaces R?
eth0 T

oth1
eth2 (bond0})

eth3 (bond0)
bond0

Failover manager

| [ iscst Failover (R/? e o
Aftel' C“Cklng the button E 2::2 Configuration of both nodes finished successfully,

configuration of both nodes will hond
be complete

—> EETE.

In order to delegate {switch) active server state to the passive server click the
Manual failover button, This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode, Flease note this will stop the volume replication process.

MOE:
You can now connect via your iSCSI initiator and use
your targets via the Virtual IP address e.g.

192.168.10.230 (For example, in a Microsoft Windows =
environment, download Microsoft iSCSI Initiator ver 2.0
or later).

Event Viewsr:
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gpen-e
Data Server (DSS1) . .
Primary node 8. Start Failover Service
IP Address:192.168.0.220
L& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6
SETUP CONFIGURATION MAINTENAMNCE STATUS HELP
You are here: SETUP ¥ network. ¥ iSCSI Failover
Failover status
I @ ! Interfaces R?
etho
ethl Global status
eth2 (bond0}) F :
E eth3 (bondo) Service running ok
bond0 . .
Mode status primary/active
Ping node group status ok

Individual ping node status:

After start Failover, check the

: ) IP: 192.168.2.106 ok
status in Failover status R —
function. All must read OK. In bondo ik
the task status, the destination oth1 6k
volume must be consistent | &7 iscst Failover (R? Task status
etho 0 MirrarT ask running
E EEI::IU Connection: Connected
Source info:
) ) ) ) Logical volume: lv00oo
iISCSI Failover/Volume Replication o -

Destination info:

Logical volume: lv00oo
Consistency: Consistent
IP address: 192.168.1.221

Event Viewsr:
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) . .
Primary node 9. Test Failover Function
IP Address:192.168.0.220
t& apﬁ‘ﬁ'-ﬁ' ENTERPRISE CLASS STORAGE S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

D
I ﬂ ! Interfaces R?
etho T

oth1
eth2 (bond0})
eth3 (bond0)
bond0

Failover manager YL
e
| ﬂ iSCST Failover (R[? o Thta @
etho Configuration of both nodes finished successfully,
E ethl
bond0
3 p In order to delegate {switch) active server state to the passive server click the
In Order to teSt Fallover In Manual failover button, This will initiate a failover event and switch the primary
Manual Failover function server to suspend mode, while the secondary server will be promoted to
] ]

active mode, Flease note this will stop the volume replication process.

click on the B Mool foilover |

button.

Data Storage Software V6 - All rights reserved
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e
Data Server (DSS1) . .
Primary node 9. Test Failover Function
IP Address:192.168.0.220
t& apﬁ‘ﬁ'-ﬁ' ENTERPRISE CLASS STORAGE S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

—_—
I ﬂ Interfaces R?

- v
etho

ethl

eth2 (bond0})
eth3 (bond0)
bond0o

Failover manager o 7

G T T R
| ﬁ iSCST Failover (R[?

Info
E etho /? o Server is in suspend mode, @

ethl
bond0

.

In order to delegate {switch) active server state to the passive server click the

After clicking on the

button, primary nOde Manual failover button. This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
enterS SUSpend mOde active mode, Flease note this will stop the volume replication process.

Manual failover

Data Storage Software W6 - All rights reserved
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Synchronous Volume Replication with Failover over a LAN 9P¢/7-€

gpen-e

Data Server (DSS1) . .
Primary node 9. Test Failover Function
IP Address:192.168.0.220
t& apen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network ¥ iSCSI Failover

I ﬂ [ Interfaces q (? Failover status
etho
ethl
eth2 (bondo) Global status
. . EH:? (bonco) 2 Service running suspend
The FaI|Over S EWS funCtlon IJl:":l/ —¥ HNode status inactive
shows the Global status of the /’ e e areup states —
primary node. Status service is SN L —
in suspend mode and the node Ip: 102.168.2.106 ok -
|S |naCt|Ve Communication via:
bondo unknown
iSCSI Failover [ R}/? =t koo
P e Task status
Ezt:g a MirrarTask stopped
bond0

Failover configuration

o Info

While a faillover is turned on, you cannot make changes to its
configuration.

¥ Enable iSCSI failover functionality
Metwork connection mode: [Broadcast =l

Nletue il imbarfacs fre Gmicact: [P o e

Event Viewesr:
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Data Server (DSS2) . .
Secondary node 9. Test Failover Function
IP Address:192.168.0.221
t& apﬁ‘ﬁ'-ﬁ' ENTERPRISE CLASS STORAGE OS5 for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

R s e e .
I @ [ Interfaces Q (? Failover status
etho
ethl
eth2 (bondo) Global status
Ezi:zébundu) —)  Service running degraded

\

a Node status secondary/active

In Failover status function /
Global status shows the status / Ping node group status ok

of the secondary node. The

Individual ping node status:

service status is degraded and Ip: 192.168.2.106 ok
Node status is active. Communication via:
bondo failed
I ﬂ iSCSI Failover [ R/7? — statusethl failed
EE::E o MirrarTask_reverse stopped
bond0

Failover configuration

o Info

While a failover is turned on, you cannot make changes to its
configuration.

¥ Enable iSCSI failover functionality
Metwork connection mode: [Broadcast =1

Nty imtarfacs far nicact: O s O e =l

Event Viewsr:
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Data Server (DSS2) . .
Secondary node 10. Run Failback Function
IP Address:192.168.0.221
L& Opﬁ‘ﬁ'-e ENTERPRISE CLASS STORAGE OS5 for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

—

r——r —

etho
ethl
eth2 (bond0})

eth3 (bond0) . N W
bondo Failover manager o 39

o Info 0

Your node is now active

o Info

When in secondary mode, the start and stop buttons contraol this node
only. Please use the relevant buttons on the primary node to control both
nodes,

S £/ iscst railover (R4
In order to run Failback in S iscsiraiover BRI

Fallover manager funCtIon E 2:::': In order to synchronize data from the secondary/active server to the primary

bondo server, cick the Sync volumes button,

click on the BN 5ync volumes |

button first.

Clicking the Failback button will return the active server state to the primary
server, while the secondary server will return to passive mode. Flease note
this is only possible when the participating volumes are in sync. After the
failback has been completed, the primary server is ready for another failover,
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Data Server (DSS2) . .
Secondary node 10. Run Failback Function
IP Address:192.168.0.221
L& Opﬁ‘ﬁ'-e ENTERPRISE CLASS STORAGE OS5 for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

R s e e &
I @ [ Interfaces Q (? Failover status

etho

ethl

eth2 (bondo) Global status

eth3 (bondD : :

bl:mdlg ) Service running degraded
MNode status secondary/active
Ping node group status ok il

Individual ping node status:
IP: 192.168.2.106 ok
Communication via:
bondo failed

ethl failed

G T T R
| ﬂ iSCSI Failover | }/?

Task status

EE::E Q MirrorTask_reverse running
bond0o
. . Connection: Connected
After synchronization the task Saurce Info:
status of the destination volume S S
must be Consistent Destination info:
Logical volume: lvaooo
Consistency: Consistent
IP address: 192.168.1.220

Data Storage Software W6 - All rights reserved

www.open-e.com


http://www.open-e.com/�
http://www.open-e.com/�
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Data Server (DSS2) . .
Secondary node 10. Run Failback Function
IP Address:192.168.0.221
L& Opﬁ‘ﬁ'-e ENTERPRISE CLASS STORAGE OS5 for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

e [ oy
I @ ! Interfaces R?

r——r —

etho

ethl

eth2 (bond0})
eth3 (bond0)
bond0

Failover manager o ?

o Info

Yolume replication process started, Please go to Failover Status to Q
check the status of your tasks.

o Info

When in secondary mode, the start and stop buttons contraol this node
only. Please use the relevant buttons on the primary node to control both
nodes,

Iﬂ iSCSI Failover | }/? ﬁ =

E athil In order to synchronize data from the secondary/active server to the primary

eth1
bondo server, cick the Sync volumes button,

Sync volumes

Clicking the Failback button will return the active server state to the primary

In Order to return the aCtlve server, while the secondary server will return to passive mode. Flease note

this is only possible when the participating volumes are in sync. After the

server State tO the anary failback has been completed, th primary server is ready for another failover,
server click on the B Failback |

button
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Data Server (DSS1) . .
Primary node 10. Run Failback Function
IP Address:192.168.0.220
t& op.?f‘?-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6
SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: SETUP ¥ network. ¥ iSCSI Failover
I @ Interfaces (‘i ? :
After clicking on etho —
cKIng
eth2 (bond0})
button (in Failover manager he Grondy
function on Secondary node) bondo
Primary node is now active. . -
Failover manager i 7
| ﬂ isCsI Failover "'ri ? o o
etho Your node is now active Q
E eth1
bond0
In order to delegate {switch) active server state to the passive server click the
Manual failover button, This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Flease note this will stop the volume replication process.

BT IR Product is activated.
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Data Server (DSS1) . .
Primary node 10. Run Failback Function
IP Address:192.168.0.220
t& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

I @ ”  Interfaces | R(7? Failover status
etho
eth1
eth2 (bondD) Global status
P o d g g g EEI:]:ZébundD) Service running ok
fimary node IS .aCtlve again S — e
and ready for Failover. NS Pt aUp el ok

Individual ping node status:
IP: 192.168.2.106 ok

Communication via:

iISCSI Failover/Volume Replication bonda ok

ethl ok
P e e b
ﬁ iSCSI Failover "ri (?
| Task status

etho
E eth1i o MirrorTask running

bond0

Failover configuration

I 1 1 Info
The Conflguratlon and testlng Of o \;\for:?gjr;iiiloo:ler is turned on, you cannot make changes to its
ISCSl Fallover/FaIlbaCk IS nOW ¥ Enable iSCSI failover functionality
Complete. Metwork connection mode:; [Broadcast |

Pl e sl s barFace e micact

[ e

Event Viewsr:
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Thank you!

Follow Open-E: twitter You([TH facebook Linked (11  knowledgebase @ forum =) blog
www.open-e.com 52
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