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How to setup DSS V6 iSCSI DATA STORAGE SOFTWATIE
Failover with XenServer ‘ A
using Multipath

/
16 TB

Easy to use, GUI based management provides performance and security.

Reliable disk based backup and recovery, along with Snapshot capability enable fast and reliable
backup and restore.

Easy to implement remote Replication, at block or volume level, enables cost-effective disaster recovery.

ghan

IP based storage management combines NAS and iSCSI functionality for centralized storage
and storage consolidation.

Presentation updated: February 2011

Software Version: DSS ver. 6.00 up55
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Synchronous Volume Replication with Failover with Multipath ~ 9p€/1-€

TO SET UP VOLUME REPLICATION WITH FAILOVER WITH MULTIPATH,
PERFORM THE FOLLOWING STEPS:
1. Hardware configuration:
 Settings server names, ethernet ports on both nodes.
2. Configure the Secondary node:
 Create a Volume Group, iSCSI Volume
+ Configure Volume Replication mode (destination mode) — settings mirror IP address
3. Configure the Primary node
 Create a Volume Group, iSCSI Volume

+ Configure Volume Replication mode (source mode) — settings mirror IP address, creating Volume Replication task and start
replication task.

Create new target on Secondary node

Create new target on Primary node

Configure iSCSI Failover (primary and secondary node, unicast)
Configure virtual IP and Auxiliary connection

Start Failover Service

© © N o o &

Test Failover Function
10.  Run Failback Function
11. Configure MPIO on XenServer (49+74 slides)
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Storage Client

IP Address : 192.168.10.251
IP Address : 192.168.20.251
(Multipath - Round Robin)

PING NODEs
|P Address : 192.168.1.106; 192.168.1.107
|P Address : 192.168.2.106; 192.168.2.107

Data Server (DSS1) Data Server (DSS2)
Primary node Secondary node
IP Address:192.168.0.230 IP Address:192.168.0.240

open-e

Switch 2

Port used for WEB GUI management
Aucxiliary connection (Heartbeat) Port used for WEB GUI management

Aucxiliary connection (Heartbeat)

IP:192.168.0.240

IP:192.168.0.230

Storage Client Access, Multipath
Aucxiliary connection (Heartbeat)

IP:192.168.1.230  eth1

Multipath, Storage Client Access,
Aucxiliary connection (Heartbeat)

TN \[ ETRTIT ]//V 4 ethl  1P:192.168.1.240

192.168.10.250 (iSCSI Target)

Virtual IP Address:
192.168.20.250 (iSCSI Target)

iSCSI Failover/Volume Replication

Storage Client Access, Multipath

Auxiliary connection (Heartbeat) 4

Multipath, Storage Client Access,
Aucxiliary connection (Heartbeat)

eth2 1P:192.168.2.240

D

(

IP:192.168.2.230  eth2

Volume Replication,
Auxiliary connection (Heartbeat)

ethd IP:192.168.3.240

Volume Replication
Aucxiliary connection (Heartbeat)

IP:192.168.3.230  eth3

Note: Direct point-to-point connection is recommended for the volume replication.

www.open-e.com
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Data Server (DSS2) . .
Secondary node 1. Hardware Configuration

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces

After logging on the DSS V6 z
please go to ,SETUP” tab, > R server name

—

»hetwork” and ,Interfaces’. In etho
NN T 2::; Server name: [ dss2 |
”Server name funCtIon enter eth3 Comment: | Data Storage Software |

Server name, in this example

,dss2” and click button. /

(All connections will be oo

restarted)

Please apply changes or press "reload" button to discard

|

o Info

Please do not change the hostname unless it is absolutely necessary, as
changing the hostname can cause serious issues with several advanced
functions {such as iSCSI failover). This function requires server restart,

I a:"g ” isCsI Failover (R/7?
—— Hostnarme: &Y [ dsse0000032 |

etho
eth2

eth3

DNS settings o a?

DNS [

v
Event Viewer:
Data Storage Software V6 - All rights reserved
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Data Server (DSS2) i )
Secondary node 1. Hardware Configuration
IP Address:192.168.0.240

& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces » eth0

7 o e .
Interfaces q & Interface info

as

Next select M interface and Z ‘ Broadcom Corporation NetXtreme BCMS70S Gigabit Ethernet (rev 03)
change |P Address from
192.168.0.220 in field IP address
to 192.168.0.240, and click
button. (This will restart network & Momm

Warning! You are currently connected through this interface.
configuration).

M Active
MAC: 00:E0:81:58:4F.C3
C DHCP

oy [r— Q- & Static
571 iSCSI Failover ?
| & = \ \ IP address:

; [ 192.168.0.240

IP address i (7

|
etho 3
arns Netmask: [ 255.255.255.0 |
eth2 Broadcast: | auto |
eth3 Gateway: | |

Please apply changes or press "reload" button to discard

Event Viewer:
Data Storage Software V6 - All rights reserved
www.open-e.com 5
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Data Server (DSS2) i )
Secondary node 1. Hardware Configuration
IP Address:192.168.0.240

open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

CONFIGURATION MAINTENANCE STATUS HELP

SETUP

You are here: SETUP » network » Interfaces » ethl

”  Interfaces ('}/? Interface info
Now select m interface and ‘ Intel Corporation B2557/8/9/0/1 Ethernet Pro 100 (rev 10)
change IP address from 5
192.168.1.220 in field IP address ——— T
to 192.168 .1.240 and click
button. M Active
MAC: 00:E0:81:58:4F:C5
\ (@ DHC.P
NeXt Change |P address for m \S ISPtZSIf:Iress: | 192.168.1.240 I
and Lh?) from 192.168.2.220 and Netrnask: [ 255.255.255.0 |
192.168.3.220 to 192.168 .2.240 | &7 iscsi Failover (R(? Broadcast: : auto :
and 192.168 .3.240 accordingly. stho st
- F ==
eth3 Please apply changes or press "reload" button to discard

Event Viewer: <]
Data Storage Software V6 - All rights reserved
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Data Server (DSS1) . .
Primary node 1. Hardware Configuration
IP Address:192.168.0.230
\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces

L |

After logging on the primary
node please go to ,,SETUP” | B nterfaces  (R[? | server name 2080/
tab, ,,network” and Em

ethl

” e Server name: | dss1 ]
”M o In ,,Server name” e::g Comment: |Data Storage Software |
function enter Server name. In L
thIS eXamp|e enter dSS1 and Please apply changes or press "reload" button to discard
click button. (All .
connection will be restarted). Hostianie D06

o Info

Please do not change the hostname unless it is absolutely necessary, as
changing the hostname can cause serious issues with several advanced
functions (such as iSCSI failover). This function requires server restart,

v G ST AR T
; é? iSCSI Failover ( R/7?

Hostname: [ dssa0000031 |
etho
eth2

eth3

DNS settings i P

DNS | |

Event Wiewer:
Data Storage Software V6 - All rights reserved
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Data Server (DSS1) . .
Primary node 1. Hardware Configuration

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces » eth0

Interface info

Interfaces

Next select M interface and 7 | Intel Corporation 82571EB Gigabit Ethernet Controller (rev 06)

change |P Address from

192.168.0.220 in field IP address —— A
to 192.168.0.230, and click

button. (This will restart network B TR ot i

configuration).
M Active

MAC: 00:15:17:18:E7:F4

— © DHCP

B —— & Static

7" isCSI Failover ({7
| =7 : A —~~ 1P address: [ 192.168.0.230 |
etho 3
k: .255.255.

s Netmas [ 255.255.255.0 |
eth2 Broadcast: | auto |
othzk Gateway: [ |

Please apply changes or press "reload" button to discard

Event Wiewer:
Data Storage Software V6 - All rights reserved
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Data Server (DSS1) . .
Primary node 1. Hardware Configuration
IP Address:192.168.0.230

open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces » ethl

©  Interfaces (}/? Interface info
Now select eth1 interface and 2 Intel Corporation 82571EB Gigabit Ethernet Controller (rev 06)
change IP address from o
192.168.1.220 in field IP address T NG
to 192.168 .1.230 and click
button. Biacye
MAC: 00:15:17:18:E7:FS
\  DHCP
Next change IP address for eth2 —— T |
and Lh?) from 192.168.2.220 and Netrnask: [ 255.255.255.0 |
192.168.3.220 to 192.168 .2.230 z;i:j';s‘ It :
i etho '
and 192.168 .3.230 accordingly. Eiiﬁi -

Event Wiewer:
Data Storage Software V6 - All rights reserved
www.open-e.com 9


http://www.open-e.com/
http://www.open-e.com/

Synchronous Volume Replication with Failover with Multipath ~ 0€/7-€

open-e

Data Server (DSS2) i
Secondary node 2. Configure the Secondary node

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » volume manager » Vol. groups

Under the ,,CONFIGURATION”
tab, select ,,volume manager”

and next Vol. Groups.

_—
Vol. groups

77 Unit rescan P

rescan

Unit manager

4 v Unit MDO 293.10 N/& available
Volume Groups (vg00) /J?
Action: new volume group ud
Name: vgoo

I '3 vol. replication P

In Unit manager function add [ aly |
the Selected phyS|Ca| unlts Please apply changes or press "reload" button to discard
(Unit MDO or other) to create a

Drive identifier

new volume group (in this case,
vg00) and click button.

O Unit S000 9SYOQWEBT

(] Unit S001 9RABYDG3 ‘

Event Viewer: <]

Data Storage Software V6 - All rights reserved
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Select the appropriate volume
group (vq00) from the list on
the left and create a new iSCSI
volume of the required size.
This logical volume will be the
destination of the replication
process.

Next check the box with Use
volume replication

After assigning an appropriate
amount of space for the iSCSI
volume, click the button

Data Server (DSS2)

Secondary node
IP Address:192.168.0.240

\& open-e

ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS

open-e

2. Configure the Secondary node

DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: CONFIGURATION » volume manager » Vol. groups » vg00

HELP

TR PP e ———
| j’ vol. groups Volume manager
vg0o ‘
| swap 400 @
‘ Reserved for snapshots 0.00
‘ Reserved for system 4.00
\ ‘ Reserved for replication 0.00
ree 290.06
Action: [ new iSCSI volume ~|
\ Options: | Just create volume LI
e
: icati 7 ¥ Use volume replication
I $ Vol. replication (R ? p
C File /0
¥ Initialize
@ plock 1/0
|
5] .
u} 290.06
@o add: 150 GB  (+0.12 GB for replication)
Please apply changes or press "reload" button to discard

Event Viewer: <]

Data Storage Software Y6 - All rights reserved
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Data Server (DSS2) i
Secondary node 2. Configure the Secondary node

IP Address:192.168.0.240

& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » volume manager » Vol, groups » vg00

e Volume manager e ?
| vol. groups U?

Info
Lo vg0O 0

Logical volume [v0D00 has been created successfully,

1v0000 & v N/&  150.00
)

SWAP 4.00 0

|
‘ Reserved for snapshots 0.00
. . . ‘ Reserved for system 4.00
The deStInatlon ISCSI V0|ume ‘ Reserved for replication 0.13
Block /0 is now configured. 7 vol.repication (37 | Free 139,94
Action: new NAS volume ~|
‘ :B] iSCSI volume (lVOOOO) ™ Use volume replication
™ worm -

139.94

1
d
u}
QO . [m  Jw

Event Viewer!

Data Storage Software V6 - All rights reserved
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Data Server (DSS2) i
Secondary node 2. Configure the Secondary node

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » volume manager » Vol, replication

Volume replication mode 35 [
| —— >
Now, select the Vol. replication e o000 T o - {
and check the box under
Destination and click the [ epnly |
bUttOﬂ _Please apply changes or press "reload” button to discard

Mirror server IP P

Next, under Mirror Server IP
function, enter the IP address of
the Primary node (in our

[ 192.168.3.230 |

Please apply changes or press "reload" button to discard

IP address:
© wanN

' '3 vol. replication P

example, this would be
192.168.3.230) and click the
button

Create new volume replication task

Mirror Server IP is not set.

‘ o Info ‘
NOTE:
The Mirror server IP Address must be on the same |
subnet in order for the replication to communicate.
VPN connections can work providing you are not
using a NAT. Please follow example: T |
* Source: 192.168.3.230 Event Viewer:  ESd
* Destination: 192.168.3.240

Replication tasks manager

Data Storage Software V6 - All rights reserved
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Under the ,,CONFIGURATION”
tab, select ,,volume manager”
and next ,,Vol. Groups”

Add the selected physical units
(Unit S001 or other) to create a
new volume group (in this case,
vg00) and click button

Volume Groups (vg00)

Data Server (DSS1)

Primary node
IP Address:192.168.0.230

l& open-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS

3. Configure the Primary node

DATA STORAGE SOFTWARE V6

| &7 Vol. replication ((3(?

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: CONFIGURATION » volume manager » Yol. groups
- ol. group Unit rescan i ?
” o vgoD
e ]
Unit manager (7
_ap Unit S001 465.70 N/A available

/ Action: new volume group 1Y

Name: vg0o

—> SIS

Please apply changes or press "reload” button to discard

Drive identifier

‘ S| Unit S001

N/&

Event Viewer:

www.open-e.com

Data Storage Software ¥6 - all rights reserved
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Data Server (DSS1) i .
Primary node 3. Configure the Primary node

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP
i You are here: CONFIGURATION » volume manager » Vol, groups » vg00
Select the appropriate volume e -
. S —— Volume manager « 7
group (vg00) from the list on BiCkiGIBHIS : |
the left and create a new iSCSI A
. . SWAP 400 @
VOIume Of the reqUIred SIZE. Reserved for snapshots 0.00
Thlsllog!cal volume WI.|| bg the Rosarved foreystom oy
destination of the replication | Reseredbrrepication S
prOCGSS \ . Free 457.66
Action: new iISCSI volume ;l
Options: | Just create volume LI
Next , check box Use volume
. . == % V' use volume replication
repllcatlon | 577 vol. replication R7?
C File /0
7 Initialize
i i 1 & Block 1/
After assigning an appropnate Block 1/0 .
amount of space for the iSCSI . - o s
V0|Ume, C“Ck the bUttOﬂ 00 add: 150 GB  (+0.12 GB for replication)
-> SIS
NOTE. Please apply changes or press "reload" button to discard
The source and destination volumes must be of Event viewer: IS -
|dent|ca| Size. Data Storage Software V6 - All rights reserved
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open-e

The source iISCSI Volume Block

/0 is now configured.

ﬁ: é’ iSCSI volume (Iv0000)

Data Server (DSS1)

Primary node
IP Address:192.168.0.230

.

3. Configure the Primary node

open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: CONFIGURATION » volume manager » Yol. groups » ¥g00
oy RN O =
Volume manager o Y e
& ———————————— - !
I Q’/ Vol. groups K7
= —— Info
vg0o >
Eeiva e Logical volume [vD000 has been created successfully.
5 voooo 857 74 /s 150.00 @
SWAP +00 @
Reserved for snapshots 0.00
Reserved for system 4.00
Reserved for replication 0.13
o2 . QI Free 307.53
: 3% vol. replication [ 'R7?
Action: new NAS volume ;I
™ Use volume replication
I~ woRrm =
|
4]
0 307.53
00 - e

Event Viewer: <]

Data Storage Software ¥6 - All rights reserved
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open-e

Now, select Vol. replication,
and check the box under

Source and click the
button

Next , under Mirror Server IP

function, enter the IP address of

the Secondary node (in our

example this would be

192.168.3.240) and click the
button

Data Server (DSS1)

Primary node
IP Address:192.168.0.230

3. Configure the Primary node

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » volume manager » Yol. replication

I .37 Vol. groups R?

Lo vgoo

—

R TS TR SR
, Q‘%‘ Vol. replication R?

—

Volume replication mode

V v r - ‘

Mirror server IP DG

IP address:
™ wan

192.168.3.240

_—

Please apply changes or press "reload" button to discard

Create new volume replication task

o Info

Mirror Server IP is not set.

Replication tasks manager

Event Viewer:

[ : Y Info |

Data Storage Software V6 - All rights reserved

-e.com
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Data Server (DSS1) i .
Primary node 3. Configure the Primary node

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » volume manager » Yol. replication

I 3’7 Vol. groups R?

Lo vgoo

Mirror server IP i ?

IP address: [192.168.3.240 |

I wan

Enter the task name in field
Task name next click on the

Create new volume replication task

button ==
Task name: | MirrorTask |
— — . WA source volume: [ Ivoooo . =l
| Q‘%‘ vol. replication (1} 7 Destination volume: [ Ivoooo [~
Bandwidth for SyncSource (MB): I 40 |
[ create ]

create

Please apply changes or press "reload" button to discard

In the Destination volume
field select the appropriate
volume (m this example’ i ::?asks have been found.
Iv0000) and click to
confirm.

Replication tasks manager

Event Viewer: <]
Data Storage Software ¥6 - All rights reserved
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Data Server (DSS1) i .
Primary node 3. Configure the Primary node

IP Address:192.168.0.230

l& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » volume manager » Yol replication

& vo.grows (K7 T

Lo vgoo

Mirror server IP

1P address: 192.168.3.240 |
I waN

Create new volume replication task

W% s o e A G
3"3‘ vol. replication Rr?
I o Info
Lo MirrorTask

No volumes with replication functionality found or all volumes have a task
assigned already.

Now, in the Replication task
manager function, click on

©  button under to start the |
Replication task on the Primary
node Replicatio

o MirrorTask n/a ﬂ ‘ ' O

Event Viewer: <]

Data Storage Software W6 - All rights reserved
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In the Replication tasks
manager function information
is available about the current
running replication task.

Data Server (DSS1)

Primary node
IP Address:192.168.0.230

l& open-e

3. Configure the Primary node

ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION

MAINTENANCE STATUS HELP

You are here: CONFIGURATION ¥ volume manager » Yol. replication

|§5'/ vol. groups (R ?

Mirror server IP

Lo vgoo

T TR TS STl
' ﬂ Vol. replication Q ?

IP address:
T wanN

Create new volume replication task

o Info

assigned already.

No volumes with replication functionality found or all volumes have a task

Lo MirrorTask

Event Viewer: <]

Replication tasks manager

0 MirrorTask

Source volume:
Destination volume:
Destination IP:

Protocol type:

2011-02-08 20:58:31 ‘ ‘ O

w0000
w0000
192,168.3.240

Synchronous

Data Storage Software V6 - All rights reserved
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Data Server (DSS1) i .
Primary node 3. Configure the Primary node

IP Address:192.168.0.230

“ open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: STATUS » tasks » Yolume Replication

Under the ,,STATUS” tab, m PR T Y
select ,,tasks” and Volume —

o Restore from backup

Rellcat'on o Data Replication /6 MirrarTask Yolume replication 2011-02-08 20:58:31
\—C Antivirus
2 Yolume Replication / .
o Snapshots Protocol type: Synchronous
Connection: Connected
Source info:
Logical volume: w0000
Consistency: Consistent

Destination info:

. . Logical volume: w0000
CI|Ck On the f'\-'- bUttOn W|th Consistency: Consistent
taSk name (ln thlS case IP address: 192.168.3.240

MirrorTask) to display detailed

information on the current
replication task _

2011-02-08
20:58:36

| |

MirrorTask Yolume replication OK Started ‘

NOTE:

Please allow the replication task to complete
similar to above with status being “Consistent”
before writing to the iISCSI Logical Volume.

Event Viewer: <]

Data Storage Software V6 - All rights reserved
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Data Server (DSS2)
Secondary node 4. Create new target on the Secondary node

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » iSCSI target manager » Targets

P —ee——————— e
| C.:é‘o Targets q r? Create new target B r?

Zl_ Target Default Name

Choose ,,CONFIGURATION”, AT Name:

—
»19CS| target manager” and oy
,Jargets” from the menu

ign.2011-02:xen-demo |

targetO |

Please apply changes or press "reload" button to discard

Discovery CHAP user access

In the Create new target

function, uncheck the box

Target Default Name, and [ oty

enter a name for the new target : = :

in the Name field and click
to confirm.

[T Enable CHAP user access authentication

iSCSI targets 9
NOTE: Event Viewer:
Both systems must have the same Target name. Dats Storage Software V6 - Al rights reserved
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Data Server (DSS2)
Secondary node 4. Create new target on the Secondary node

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » iSCSI target manager » Targets » ign.2011-02:xen-demo {target0)

|»

—
: C,:go Targets R? Target volume manager
Lo target0 o Info

Currently there are no LUN's added to this target. In order to add a LUN,
click on the plus "+" sign in the "Action" column for this LUN.

o Info

There are logical volumes selected as mirror destination. There is no
direct access to mirror destination volume. In order to access such
volume, you can stop mirror task and switch destination mode to source
mode or create a snapshot on the destination volume and assign the
snapshot to a new target,

o Info

Please note that in order to access iSCSI-enabled data from an initiator,
the target needs to have a LUN 0, otherwise the data in all other LUNs
will be inaccessible. The data will also be inaccessible if you select an

A? rw q &) inactive snapshot or a destination volume (volume replication) as LUN 0. by
| g

Select target0 within the
Targets field.

To assign a volume to the
target, click the button €
located under Action © wooomo 0000000000000000 o | r —> " Y )

f‘leage apply changes or press "reload" button to discard

Discovery CHAP user access

"' Enable CHAP user access authentication

NOTE:
Both systems must have the same SCSI ID and LUN# [ oty |

WARNING: Event Viewer:

Please do not switch on the write back (WB) cache ! e

www.open-e.com
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Data Server (DSS1)

Primary node
IP Address:192.168.0.230

5. Create new target on the Primary node

Choose ,,CONFIGURATION”
and ,,iSCSI target manager”
and ,,Targets” from the menu

In the Create new target
function, uncheck the box
Target Default Name, and
enter a name for the new target
in the Name field and click

to confirm

iSCSI targets

NOTE:

Both systems must have the same Target name.

ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

.

open-e

DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » iSCSI target manager » Targets

| (‘. .ﬂg Ta-aets Q ?

-

Create new target

Sy Target Default Name
Name:

Please apply changes or press "reload" button to discard

| ign.2011-02:xen-demo |

I target0 |

Discovery CHAP user access

T
/

"' Enable CHAP user access authentication

R

Event Viewer:

Data Storage Software V6 - All rights reserved
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Data Server (DSS1) )
Primary node 5. Create new target on the Primary node

IP Address:192.168.0.230

l& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » iSCSI target manager » Targets » ign.2011-02:xen-demo (target0)

| :{rlo Targets R Target volume manager e ?
[ o targetl]i o Info
i Currently there are no LUN's added to this target, In order to add a LUN,
SeleCt the tar eto Wlthln the click on the plus "+" sign in the "Action" column for this LUN,

Targets field

o Info

Please note that in order to access iSCSI-enabled data from an initiator,
the target needs to have a LUN 0, otherwise the data in all other LUNs
will be inaccessible. The data will also be inaccessible if you select an
inactive snapshot or a destination volume (volume replication) as LUN O,

&  woooo  [oooooooooooooooo | [0 |

Ploaso.o

eranges or press "reload" button to discard

I &‘f CHAP users r.‘ ?

To assign a volume to the / Discovery CHAP user access Gty f =
target, click the button ¢ ™ Enable CHAP user access authentication
located under Action

[ opply ]

Target IP access

Deny access: [

WARNING: Allow access: |
Please do not switch on the write back cache (WB) ! ErentVianar Sl .
Data Storage Software V6 - All rights reserved

|
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Data Server (DSS1) i . .

IP Address:192.168.0.230

& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

e E— Info
| m Lhteratos q f? o Failover statistics are unavailable due to the iISCSI Failover service being
NOW’ Select iSCSI Failover othot disabled. Please go to Failover Configuration to enable it.
eth
= =
eth3
Failover configuration
¥ Enable iSCSI failover functionality
Network connection mode: [unicast =l
Network interface for unicast: [etho » 192.168.0.230 7]
A o A @ Primary node on localhost
In the Fallover Conflguratlon /ﬂ Secondary node IP: I 192.168.0.240 |
fUﬂCtlon, check the box Enable Ping node IP(s): [192.168.1.106;192.168.2.1C
iISCSI failover functionality. & iscst Failover | 3/? /’ i show advanced >> |
. — d d localh
Select Network connection st V4 pmiin.’ sk
mode (in this example Unicast) eth2 Show advanced >>
and select Network interface
for unicast (192.168.0.230). )
Please apply changes or press "reload" button to discard
IP and the Ping Node IP (must TR
be on the same subnet) and @
C||Ck the button Please note asynchronous replication tasks will not be displayed in this

window, as only synchronous tasks can be used for failover, &
Event Viewer: <]
Data Storage Software V6 - All rights reserved
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Data Server (DSS2) . _ .
Secondary node 6. Configure iSCSI Failover

IP Address:192.168.0.240

& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

|»

| m ” Interfaces ‘1 r? Failover status B r?
etho i
eth Info
E Eth; o Failover statistics are unavailable due to the iSCSI Failover service being
eth3 disabled. Please go to Failover Configuration to enable it.
|
Now, select iSCSI Failover
Failover configuration
W Enable iSCSI failover functionality
Network connection mode: [Unicast ~|
Now. in Failover Network interface for unicast: [etho » 192.168.0.240  ~]

’. . . C Primary node on localhost i
configuration function , check &L ! ratover @977 Secondary node IP: | |
the box Enable iSCSI failover —— Pigmode IFLEy: l I
functionality. Select Network E sthl R

) . . etha / @ Secondary node on localhost

connection mode (in this /Primary node IP: 192.168.0.230

example Unicast) and select Show advanced ==

Network interface for unicast ————

(bond0). After choose e
Please apply changes or press "reload" button to discard

Secondary node on localhost

enter Primary nOde IP addreSS Failover Tasks

and click the button - i

Event Viewer: <]
Data Storage Software V6 - All rights reserved
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Data Server (DSS1) i ) . )
Primary node 7. Configure Virtual IP and Auxillary connection

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

I m Interfaces R7? Virtual IP Settings R
etho
ethi o Info
eth2 Virtual IP must be set in different subnetwork than physical IP on this
eth3 machine and must be in different subnetwork than Virtual IP sets on

Now, select the ethQ within
w MAC: 00:15:17:18:e7:f4
In the Auxiliary connection I Enable virtual IP

function check box Use this [ apply |
network interface to
communicate between the
nodes next enter IP address for
Unicast remote |P and CIiCk | @zg‘ ‘ ier Rr? > ¥ Use this network interface to communicate between the nodes.

the button S Unicast remote IP: [192.168.0.240 |
. Q
o eth3

Please apply changes or press "reload" button to discard

other machines in the same network area configured also as failover,

Auxiliary connection

Event Viewer: <]

Data Storage Software ¥6 - All rights reserved
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Data Server (DSS1)

Primary node
IP Address:192.168.0.230

U

7. Configure Virtua

0[0@/7'8 ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

gpen-e
| IP and Auxillary connection

DATA STORAGE SOFTWARE V6

SETUP

Now, select the eth1 within

CONFIGURATION

MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

iSCSI Failover. In the Virtual
IP Settings function check box

| Q Interfaces

q r? Virtual IP Settings

Enable virtual IP and enter IP etho
address, Netmask, Eiiﬂé
Broadcast, and click the

button.

7

o Info

Virtual IP must be set in different subnetwork than physical IP on this

By setting the address of the
secondary node in a Failover
configuration, automatic
detection of the interface for

, aj%‘ iSCSI Failover Q ?

communication. This step is
necessary to complement the

etho
eth1l
eth2

gth3

destination IP address used in

unicast.

NOTE:

There need to be at least two auxiliary connections. The
interface with the virtual IP can also serve as one of the
auxiliary connections. Please set the Virtual IP Address in a
different network subnet then the physical IP Address. To
have additional iSCSI Failover systems, please set this pair
in a different network subnet from the other iSCSI Failover
systems. This limitation will be removed in the future.

Event Viewer:

eth3 machine and must be in different subnetwork than Virtual IP sets on
other machines in the same network area configured also as failover,
MAC: 00:15:17:18:e7:5
W Enable virtual 17
IP address =~/ 152.165.10.250 |
Netrmask [ 255.255.255.0 |
Broadcast [192.168.10.255 |

Please apply changes or press "reload" button to discard

Auxiliary connection

M Use this network interface to communicate between the nodes.

[192.168.1.240 |

Please apply changes or press "reload" button to discard

Unicast remote IP:

Data Storage Software V6 - All rights reserved
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Data Server (DSS1) i ) . )
Primary node 7. Configure Virtual IP and Auxillary connection

IP Address:192.168.0.230

& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

NOW, Select the ethz Wlthln SETUP CONFIGURATION MAINTENANCE STATUS HELP

iSCSI Failover. |n the Virtual You are here: SETUP » network » iSCSI Failover

IP Settings function check box e nterfaces (17 Virtual 1P Settings 2l 7
Enable virtual IP and enter IP Eethu .

ethi o Info

addreSS, NetmaSk, eth2 Virtual IP must be set in different subnetwork than physical IP on this
. eth3 machine and must be in different subnetwork than Virtual IP sets on
Broadcast, and CIle the other machines in the same network area configured also as failover,
button. MAC: 00:15:17:18:e7:f6
W Enable virtual 17

. IP address =~/ 152.165.20.250 |
By setting the address of the e trask g |
secondary node in a Failover Broadcast [152.168 20,255 |

configuration, automatic [ opply |
deteCthn Of the Interface for I Please apply changes or press "reload" button to discard
communication. This step is

necessary to complement the

, Q"g‘ iSCSI Failover (/R/7?

Auxiliary connection

M Use this network interface to communicate between the nodes.

destination IP address used in

: P Unicast remote IP: [192.168.2.240 |
nicast T
Please apply changes or press "reload" button to discard

Event Viewer: <]
Data Storage Software V6 - All rights reserved
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Data Server (DSS1) i ) . )
Primary node 7. Configure Virtual IP and Auxillary connection

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

I m Interfaces R7? Virtual IP Settings R
etho
ethi o Info
eth2 Virtual IP must be set in different subnetwork than physical IP on this
eth3 machine and must be in different subnetwork than Virtual IP sets on

Now, select the eth3 within
iISCSI Failover. , 15 e
—— MAC: 00:15:17:18:e7:f7
In the Auxiliary connection I Enable virtual 1P

function check box Use this [ apoly
network interface to
communicate between the
nodes next enter IP address for
Unicast remote IP and click

the button E z::': Unicast remote IP: [192.168.3.240 |
eth3

Please apply changes or press "reload" button to discard

other machines in the same network area configured also as failover,

Auxiliary connection

— - L ~
| 36‘ iSCSI Failover (R[? ¥ Use this network interface to communicate between the nodes.

Event Viewer: <]
Data Storage Software ¥6 - All rights reserved
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Data Server (DSS2) i ) ) .
Secondary node 7. Configure Virtual IP and Auxillary connection
IP Address:192.168.0.240
\& open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

I m Interfaces R7? Virtual IP Settings R
etho
ethi o Info
eth2 Virtual IP must be set in different subnetwork than physical IP on this
eth3 machine and must be in different subnetwork than Virtual IP sets on

other machines in the same network area configured also as failover,

MAC: 00:e0:81:58:4f.c3

" Enable virtual IP

Auxiliary connection

o . Q7
| 36‘ iSCSI Failover (R[? ¥ Use this network interface to communicate between the nodes.

Now, select the eth0 within

iSCSI Failover. T%
In the Auxiliary connection
function enter IP address for
Unicast remote IP and click

etho S Unicast remote IP: [ 192.168.0.230 |

ethl

eth2
Please apply changes or press "reload" button to discard

eth3

the button.

Event Viewer: <]

Data Storage Software ¥6 - All rights reserved

www.open-e.com


http://www.open-e.com/
http://www.open-e.com/

Synchronous Volume Replication with Failover with Multipath ~ 0€/7-€

open-e

Data Server (DSS2)

Secondary node
IP Address:192.168.0.240

.

SETUP

7. Configure Virtual IP and Auxillary connection

ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

DATA STORAGE SOFTWARE V6

open-e

CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

virtual IP Settings R

I m Interfaces ‘1 ?

etho
ethl
eth2
eth3

Info

Virtual IP must be set in different subnetwork than physical IP on this
machine and must be in different subnetwork than Virtual IP sets on
other machines in the same network area configured also as failover,

Now, select the eth1 within
iSCSI Failover.

MAC: 00:e0:81:58:4f.c5

In the Vll'tua| IP Settlngs | ¥ Enable virtual IP | I
. IP address 192.168.10.250

fl.{nCtlon CheCk the bOX Enable / s |255.255I255.D |

virtual IP and enter IP Broadcast [ 192.168.10.255 |

address, Netmask,
Broadcast, and click the
button.

| Q"g‘ iSCSI Failover

R

Please apply changes or press "reload" button to discard

By setting the address of the
primary node in a Failover
configuration, automatic
detection of the interface for
communication. This step is
necessary to complement the
destination IP address used in
unicast.

Event Viewer:

Auxiliary connection

/a ¥ Use this network interface to communicate between the nodes.

[192.168.1.230 |

Please apply changes or press "reload" button to discard

Unicast remote IP:

Data Storage Software V6 - All rights reserved
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Data Server (DSS2)

Secondary node
IP Address:192.168.0.240

.

SETUP

7. Configure Virtual IP and Auxillary connection

ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

DATA STORAGE SOFTWARE V6

open-e

CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

| m Interfaces

E etho

R7? Virtual IP Settings R

Info

Virtual IP must be set in different subnetwork than physical IP on this
machine and must be in different subnetwork than Virtual IP sets on
other machines in the same network area configured also as failover,

ethl
eth2
eth3

Next, select the eth2 within
iSCSI Failover.

N . MAC: 00:04:23:b6:ec:82
In the Virtual IP Settings | Enable virtual IP
function check the box Enable / l{:jddriss }192.168.20.250 :
. etmas 255.,255.255.0
virtual IP and enter IP Broadcast [192.168.20.255 |

address, Netmask,
Broadcast, and click the
button.

By setting the address of the
primary node in a Failover
configuration, automatic
detection of the interface for
communication. This step is
necessary to complement the
destination IP address used in
unicast.

Please apply changes or press "reload" button to discard

, Q"g‘ iSCSI Failover (/R/7?
o etho
o ethl
eth2
eth3

Auxiliary connection

/a ¥ Use this network interface to communicate between the nodes.

[192.168.2.230 |

Please apply changes or press "reload" button to discard

Unicast remote IP:

Event Viewer:

WWwWw.open

Data Storage Software V6 - All rights reserved
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Now, select the eth3 within
iSCSI Failover.

In the Auxiliary connection
function check box Use this
network interface to
communicate between the
nodes next enter IP address for
Unicast remote IP and click
the button.

Data Server (DSS2)

Secondary node
IP Address:192.168.0.240

.

7. Configure Virtual IP and Auxillary connection

open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

etho
ethl
eth2
eth3

\

B ey s e R e
, 3%‘ iSCSI Failover (/R/7?

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: SETUP » network » iSCSI Failover
I ﬁ Interfaces R7? Virtual IP Settings R
Info

Virtual IP must be set in different subnetwork than physical IP on this
machine and must be in different subnetwork than Virtual IP sets on
other machines in the same network area configured also as failover,

MAC:
" Enable virtual IP

00:04:23:b6:ec:83

etho
ethl
eth2
eth3

Event Viewer:

Auxiliary connection

M Use this network interface to communicate between the nodes.

Unicast remote IP: [192.168.3.230 |

f‘leage apply changes or press "reload" button to discard

Data Storage Software V6 - All rights reserved
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Data Server (DSS1) ) .
Primary node 8. Start Failover Service

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network » iSCSI Failover

: &1 interfaces (R/? Failover Tasks Y ?

2:2[11 o Info
eth2 Please note asynchronous replication tasks will not be displayed in this
eth3 window, as only synchronous tasks can be used for failover.

NeXt, Se|€Ct |SCSI Fal|0vel‘ Search: | | Search: | ‘

i / MirrorTask -

=
=

. 3‘%‘ " iscsi Failover (R77? "
E etho
ethl
eth2 v -
eth3
Move the iSCSI Tasks to be [ ety
used for the failover service to Please apply changes or press "reload” button to discard

the Failover Tasks area by |
clcking B bution

and click e o

No task has been selected.

»
Event Viewer:
Data Storage Software V6 - All rights reserved
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Data Server (DSS1)

IP Address:192.168

At this point both nodes are

Primary node

.0.230

U

8. Start Failover Service

open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP

You are here: SETUP » network » iSCSI Failover

CONFIGURATION MAINTENANCE STATUS HELP

ﬁ Interfaces

Search: | Search: | o

Q-
U@ 2 MirrorTask =

etho
ethl
eth2
eth3

, Q"g‘ iSCSI Failover (/R/7?

1]

etho
ethl
eth2
eth3

Failover manager

_SEEIES exTEe

ready to start the Failover
service

Event Viewer:

In order to delegate (switch) active server state to the passive server click the
Manual failover button. This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Please note this will stop the volume replication process.

Manual failover

Data Storage Software ¥6 - All rights reserved
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Data Server (DSS1)

Primary node
IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

8. Start Failover Service

You are here: SETUP » network » iSCSI Failover

I m Interfaces ‘i ?

etho
ethl
eth2
eth3

-
-

Failover manager

, 3’% iSCSI Failover ((R/? o Info
After CIICklng the button :g z::': Configuration of both nodes finished successfully. @

1 1 i 2

configuration of both nodes will L _ —

—> EETE.
be complete
In order to delegate (switch) active server state to the passive server click the
Manual failover button. This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Please note this will stop the volume replication process.

NOTE:
You can now connect via your iSCSI initiator and use
your targets via the Virtual IP address e.g.
192.168.10.250 (For example, in a Microsoft Windows
environment, download Microsoft iSCSI Initiator ver 2.0
or later).

Event Viewer: <]

Data Storage Software ¥6 - All rights reserved
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After start Failover, check the
status in Failover status
function. All must read OK. In
the task status, the destination
volume must be consistent

iSCSI Failover/Volume Replication

Data Server (DSS1)

Primary node
IP Address:192.168.0.230

U

open-e

8. Start Failover Service

ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION

You are here: SETUP » network » iSCSI Failover

MAINTENANCE STATUS HELP

| ﬁ Interfaces

R7?

Failover status

etho
ethl
eth2
eth3

Global status

Service running ok
Node status primary/active
Ping node group status ok

Individual ping node status:

Event Viewer:

IP: 192.168.2.107 ok
IP: 192.168.2.106 ok
IP: 192.168.1.107 ok
IP: 192.168.1.106 ok
47, : o -
| $ iSCST Failover JE Communication via:
etho etho ok
ethl
eth2 ethi ok
eth3
eth2 ok
eth3 ok

Task status

o MirrorTask running

Failover configuration

Data Storage Software ¥6 - All rights reserved
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In order to test Failover in
Manual Failover, function,
click on the

button.

Data Server (DSS1)

Primary node 9. Test Failover Function

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

You are here: SETUP » network » iSCSI Failover

SETUP CONFIGURATION MAINTENANCE STATUS HELP

ﬁ Interfaces ‘1 ?

etho
ethl
eth2
eth3

-
-

Failover manager o ?
47, : o -
| &7 iscsl Failover (R[? ) = o
Configuration of both nodes finished successfully.

etho
ethl
eth2
eth3

e

In order to delegate (switch) active server state to the passive server click the
Manual failover button. This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Please note this will stop the volume replication process.

Event Viewer:

Data Storage Software ¥6 - All rights reserved
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open-e

Data Server (DSS1) . .
Primary node 9. Test Failover Function

IP Address:192.168.0.230

m open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

S
X}
b
2
3
=

You are here: SETUP » network » iSCSI Failover

I m Interfaces ‘1 ?

=
tho T
E eth1

eth2
eth3

Failover manager R
Al : V&
| $ iSCsI Failover (R/? o e Q
eth0 /7 Server is in suspend mode,
ethl
eth2

eth3 ey =

In order to delegate (switch) active server state to the passive server click the

After clicking on the

button, primary nOde Manual failover button. This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
enteI‘S SUSpend mOde active mode. Please note this will stop the volume replication process.

Manual failover

Event Viewer:

Data Storage Software ¥6 - All rights reserved
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open-e

Data Server (DSS1) . .
Primary node 9. Test Failover Function

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

— i il ?
: g P TRtarFacas q r? Failover status e
etho
ethl Global status
eth2
eth3 ; Service running suspend

The Fal|0vel' Status funct|0n ? Node status inactive

ShOWS the GIObaI StatUS Of the % Ping node group status unknown

\

Individual ping node status:

primary node. Status service is

in suspend mode and the node ot eR A -
. om . IP: 192.168.2.106 ok
IS InaCtIve. IP: 192.168.1.107 ok
IP: 192.168.1.106 ok
| #'3‘ NS Ekalloyen q (? Communication via:

z::': ethd unknawn

z:n; ethl unknown

eth2 unknown

eth3 unknown

Task status

0 MirrorTask stopped

Failover configuration a7 -
Event Viewer: B
Data Storage Software ¥6 - All rights reserved
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open-e

Data Server (DSS2) . .
Secondary node 9. Test Failover Function

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

—_— Failover status
. m Interfaces R7?
etho
eth1 Global status
eth2 i i
eth3 Service running degraded

Node status secondary/active

In Failover status function

—
Global status shows the status % Ping node graup status -

Individual ping node status:

\

of the secondary node. The

service status is degraded and i i o
Node status is active. s A >
IP: 192.168.1.107 ok
IP: 192.168.1.106 ok
| #'3‘ " iscsl Failover (R(? Communication via:
z::l: etho failed
E z::; ethi failed
eth2 failed
eth3 failed

Task status

o MirrarTask_reverse stopped

Failover configuration

Event Viewer: <]

Data Storage Software ¥6 - All rights reserved
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open-e

In order to run Failback in
Failover manager function
click on the

button first.

Data Server (DSS2)

Secondary node
IP Address:192.168.0.240

10. Run Failback Function

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION

You are here: SETUP » network » iSCSI Failover

MAINTENANCE STATUS HELP

I m Interfaces ‘i ?

etho
ethl
eth2
eth3

: 3’% iSCSI Failover (/R/7?

Failover manager a7

o Info Q

Your node is now active

o Info

When in secondary mode, the start and stop buttons control this node
only. Please use the relevant buttons on the primary node to control both
nodes.

etho
ethl
eth2
eth3

In order to synchronize data from the secondary/active server to the primary
server, click the Sync volumes button.

Sync volumes

Event Viewer: <]

Clicking the Failback button will return the active server state to the primary
server, while the secondary server will return to passive mode. Please note
this is only possible when the participating volumes are in sync. After the
failback has been completed, the primary server is ready for another failover.

Failback

Data Storage Software ¥6 - All rights reserved
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Synchronous Volume Replication with Failover with Multipath ~ 00€/1-€

open-e

Data Server (DSS2) _ .
Secondary node 10. Run Failback Function

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

Failover status

I m Interfaces ‘i ?

etho
E ethl Global status
eth2 : f
Service runnin degraded
eth3 9 9
Node status secondary/active
Ping node group status ok

Individual ping node status:

IP: 192.168.2.107 ok
IP: 192.168.2.106 ok
IP: 192.168.1.107 ok
IP: 192.168.1.106 ok
: &7 iscsi Failover | R? Communication via:
etho etho failed
After synchronization the task i B s
status of the destination volume eth3 HEn
must be Consistent Task status
@ wirrortask_reverse running
Connection: Connected

Source info:
\ Logical volume: w0000

\ Consistency: Consistent v
Event Viewer: <]
Data Storage Software ¥6 - All rights reserved
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open-e

Data Server (DSS2) _ .
Secondary node 10. Run Failback Function

IP Address:192.168.0.240

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: SETUP » network » iSCSI Failover
4. V| 2
. m Interfaces R7?
etho
ethl
eth2 .
eth3 Failover manager
o Info
Yolume replication process started. Please go to Failover Status to @
check the status of your tasks,
o Info
When in secondary mode, the start and stop buttons control this node
only. Please use the relevant buttons on the primary node to control both
nodes.
5 et eaisier 4’7
| &7 iscsl Failover (R[7
z::': In order to synchronize data from the secondary/active server to the primary
eth2 server, click the Sync volumes button.

Clicking the Failback button will return the active server state to the primary

In Order to return the aCtlve server, while the secondary server will return to passive mode. Please note
. this is only possible when the participating volumes are in sync. After the
server State tO the Pl‘lmary failback has been completed, the primary server is ready for another failover.
i Failback
server click on the — W

button

Event Viewer: <]

Data Storage Software ¥6 - All rights reserved

www.open-e.com


http://www.open-e.com/
http://www.open-e.com/
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open-e

Data Server (DSS1) . .
Primary node 10. Run Failback Function
IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

| m Interfaces R? .

After clicking on stho -
g 0 ethl

button (in Failover manager E

eth2
eth3

function on Secondary node)
Primary node is now active. 2 x

Failover manager

| @"g‘ iSCST Failover (%7 o e
eth0 = Your node is how active 0
ethl

E eth2

eth3 =y e

In order to delegate (switch) active server state to the passive server click the
Manual failover button. This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Please note this will stop the volume replication process.

Manual failover

Event Viewer: <]
Data Storage Software ¥6 - All rights reserved
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open-e

Data Server (DSS1) . .
Primary node 10. Run Failback Function

IP Address:192.168.0.230

\& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » iSCSI Failover

Failover status

e interfaces  (R[?
etho
ethl Global status
E Z::g Service running ok
Primary node is active again —> tode status primary/active
and ready for Failover. PingSde ateU SLts i
Individual ping node status:
IP: 192.168.2.107 ok i
IP: 192.168.2.106 ok
iSCSI Failover/Volume Replication PRI s
IP: 192.168.1.106 ok
| #'3‘ iSCSI Failover (R7? Communication via:
etho ethd ok
E ZEE% ethl ok
° eth2 ok
eth3 ok

Task status

The configuration and testing of O vrortas ruing
iISCSI Failover/Failback is now
fi n iShed . | Failover configuration

Event Viewer:

Data Storage Software ¥6 - All rights reserved
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Configure MPIO on XenServer

Navigate in the XenCenter and
click on ,,Add New Server”.

Step 1

A XenCenter

File  “iew Pool  Server \ ¥M  Storage  Templates Too wWindow  Help
i

’ Back - g Forward = H= Add New Server §§ Mew Pool Mews Storage Mew WM Shut Do Feboat JJ Suspend

open-e

/Mo System Alerts

Shaw: IServer Wigw P |° XenCenter

[ O

Harme |Search I Tags |Logs |

Citrix XenServer

Friermrise-rlass Clonid-rirmweny, Free,
x Add New Server I B3

Enter the host name or IP address of the server you want ko add and
vaur user lagin credentials for that server.

: 192.165.0.7 7 ;
Server: I J P .
User login credentials . » 4

L g
User name: Iroot

SRADE
Password: quuou arver

Add Cancel |

Community Support Partners

» MNetwork with other XenServer users
« ¥isit the Citrix Knowledge Center

« Learn more about partner offerings

TRY
Desktop
Wirtuslization

WWW.open-e.co
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Configure MPIO on XenServer

Enter Maintenance Mode

X XenCenter

open-e

WM \Storage  Templates

ﬁ%' AdAMew Server

Tools

2 | Mew Poal =4 New Storage @ New VM

Wwindow  Help

4 MNoSystem Alerts

@ Shut Doy $ Reboot 11 Suspend

P \ |§b xenserver-hnnvzlvo

Logged inas: Local root account |

File  Wiew  Pool  Server
QBack - Forward -
Show: |Server Wigw

= a XenCenker
= Ee
= CVD drives @
@ Local storal (=
={ Removable

Search  fGeneral

Memory | Storage I Networkl MICs I Cnnsnlel PerFDrmanceI Users I Logs I

Mew VM, .,
Mew Skarage...

Irnpatt. ..

Add to Pool 3

ral Properties

Expand all Collapse all

e

Enter Mainkenance Mode. ..

€&

A

Reboot
Shuk Dawn

Disconnect

Reconnect As..,

Appliance Import., ..
Disk Image Import...
Appliance Expart. ..

Properties

~
xenserver-hnnyvzlvo
Defaulk inskall of XenServer
<Mong>
<Maone >
Yes
iqn. 2010-12, com, example:b0Scf4fd
Local

1 hour 37 minutes

ToalsEack upkim

Maragerment Interfaces

Memory

et 1 hour 38 minutes

www.open-e.com
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Configure MPIO on XenServer gpen-e

In the Maintenance Mode in
General tab please click on the
»Properties” button.

X XenCenkter

File  Wiew Pool  Server Storage  Templates  Tools  window  Help
O Back - Forward ~ - i gdd Mew Server @ Mew Pool Mew Storage e Y @ Shut Down @ Reboot _U Suspend # Mo System Alerts
Showar |Server Wiew )\' |_! xenserver-hnnvzlvo Logged in as! Local root account |
ﬁg' menCenter Search ‘General |Mem0ry| Storage I Networkl MICs I Console | Performance | Users I Logs I

=| DVD drives Server General Properties
@ Local storage

=| Removable storage
Expand &l Collapse all

() T
Description: Default install of XenServer
Tags: =Maone>
Foldet: “Mone
Enabled: In mainkenance mods
IS IGM: iqn.2010-12.com. example: b0ScF4fd
Log destination: Local
Server uptime: 1 hour 39 minutes
Toolstack uptime: 1 hour 38 minutes
Management [nterfaces || (>
Memaory [(~)

www.open-e.com
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Configure MPIO on XenServer gpen-e

In the Multipathing section click on Step 4

the ,,Enable multipathing on this
server” and the ,,0K” to

X "xens eryer-hnnyzlvo' Properties

General

HENSErVEN-)

wzlvo = Multipathing

)_) Custom Fields
=Mone =

Dynamic mulkipathing support: is available for some types of storage repository,

The server must be in Maintenance Mode before vou can change its multipathing setting. This ensures that any running virtual
i, Alerts machines with vircual disks in the affected storage repository are migrated before the changes are made.

venserver Upagrade Required
¥ Enable multipathing on this server

@ Ermnail Options
¥enserver Uparade Required

55 IMultipathing
ik ackive

@ Power On
=Maone =

>

Lag Destination
Lacal

www.open-e.com
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Exit Maintenance Mode

Configure MPIO on XenServer

X XenCenkter

open-e

File  Wiew  Poal

0 Back - Farwar

WM  Storage

Templates  Tools  Window  Help

F add Mew Server 3? Mew Pool

Mew Storage T Y @ shut Down @ Rebont _U Suspend

/Mo System Alerts

Shove: | Server Wigw

\ 2o |_, xenserver-hnnvzivo

Logged in as: Local root account

= 6 HenCenter
B Es i

= DVD drives
@ Local stora
=| Removable

Irnpoart...

&dd ko Pool

Exit Maintenance Mode J

Rebaoat

ece

Shut Down

Disconneck

Reconnect As...

—5| Properties

Appliance Import, ..
Disk Image Import, .
Appliance Export. ..

"

- ion:

Server upkime:

Toolstack uptime:

Search ‘General |Mem0ry| Storage | Networkl MICs I Console | Performancel Users I Logs I

neral Properties

Defaulk install of Xenserver

<Mone>

<Mone>

In maintenance mode

iqn. 2010-12.com. example:b0ScF4Fd
Local

1 hour 41 minutes

1 hour 40 minutes

Management Interfaces

Mermory

Expand all Collapse all

WWwWw.open
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Configure MPIO on XenServer gpen-e

Navigate to the Network tab and
click on ,Configure ...” button.

X XenCenter

Ele  Wew Pool WM Stgrage  Templates  Tools  Window  Help
o Back - Forwary = IE'F Add Mew Server Lﬁ Mew Pool @ Mew Storage @ Mew VM ‘0) Shut Down % Rebook Suspend V Mo System Alerts
Shows: |SEWEF Wigw D~ ||3 xenserver-demo Logged in a5t Local root account |

= 9 senCenter

1Y

search I General I Memoryl Storage  Metwork INICS I Console | Performance | Users I Logs I

% VD drives Server Networks
% Local storage
% Removable storage MNetworks
| Description | MIC 2 | wLAM | Link Status
MIC O Connected
MIC 1 - Ves Connected 00:04:23:dd:90:c9 1500
MIZ 2 - Yes Connected 00:04:23:b6:ea:82 1500
MIZ 3 - es Connecked 00:04:23:b6iea:83 1500
Add Metwork. . | Properties Reemove Metwork

Management Interfaces

Click Configure ko add, remave or edit wour management interfaces.

Server | Inkerface | Metwork | 1P Address | Subriet mask | Gateway | DHs
wenserver-dema Primary hetwark 0 192,168.0.7 255.255.255.0 192.168.0.2 192.165.0.10

WWwWWw.open-e.c
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Configure MPIO on XenServer gpen-e

Step 7

X Management Interfaces

‘fou can configure the primary management interface on server "xenserver-demo” here, You can also configure additional management interfaces, for
example, For storage or other bypes of traffic,

42y ISR /% Primary
Metwork 0

Mekwork: | Metwark 0 j

In ,Management Interfaces”

menu, please click on ,,New
Interface” button.

—Metwork settings

™ automatically obtain network settings using DHCP

¥ |se these network setkings:

IP address: |192-153-D-?
Subret mask: |255-255-255-D

Gateway: |192.168.D.2

Preferred DS server: |192.168.D.1D

Alkernate DMS server: I

Mew Inkerface | oK I Cancel |
A

WWW.open-e.co
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Configure MPIO on XenServer gpen-e

Step 8

X Management Interfaces
‘fou can configure the primary management interface on server "xenserver-demo” here, You can also configure additional management interfaces, for

example, For storage or other bypes of traffic,

gy Primary 4+ Interface 1
Mebwork 0
£y Interface 1
Mebwork 1
NeXt, please enter |P addreSS and R IInterFacel
Metwarks INetworkl j

Subnet mask of the first path and
click on the ,,OK” button.

—Metwork, settings

" Automatically obtain network: settings using DHCP

¥ |se these network settings:

IP address; [192.168.10.251

Subret mask: |255-255-255-D

Gateway: ||

Remowe this Interface

Mew Inkerface | oK I Cancel |
A

56
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Configure MPIO on XenServer gpen-e

Step 9

X Management Interfaces
‘fou can configure the primary management interface on server "xenserver-demo” here, You can also configure additional management interfaces, for

example, For storage or other bypes of traffic,

Ay Primary 4% Interface 2
Metwork 0

Ay Interface 1
Mekwork 1

Marme: IInterFace 2

Next, please enter IP address and
Subnet mask of the second path

£y Interface 2

Mebwark 2 Metwarks I MNetwark 2

and click on the ,,OK” button.

—Metwork, settings

" Automatically obtain network: settings using DHCP

¥ |se these network settings:

N\ [P address: [192.166.20.251
Subret mask: |255-255-255-D

Gateway: I

Remowe this Interface

Mew Inkerface |
A

www.open-e.com
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Configure MPIO on XenServer gpen-e

Step 10

X XenCenter

=] B3

File  Wew Pool  Server WM Storage  Templates  Tools  Window  Help

O Back - Forward = E:i Add Mew Server Lﬁ Mew Pacl @ Mew Storage @ Hew M @ Shit Down @ Reboot Suspend v Mo System Alerts

Shiow: |Server View O~ |E ¥enserver-demo
= 9 XenCenter

=1

Logged in as; Local root account |

.Searchl Generall Mernory | Storage  Metwork |NIC5 | Console | Performance | Users | Logs |

Server Networks

% Local starage

In the ,Management Interfaces” 5 Removatle storage Networks

section there are two interfaces T T _
Configured. £ Metwork 1 NIC 1 Yes Comected  D0:04:23:dd:90:c9 1500
In this example: £ Netwark 2 MIC 2 Yes  Commected  00:04:23:béieaiiz 1500

192.1 68_1 0.251 £ Metwark 3 MIC 3 - Yes Connecked 00:04:23:b6:2a:83 1500
192.168.20.251

Add Metwork, | Properties Remove Metwork

Management Interfaces

Click Configure to add, remove or edit vour management interfaces,

Server | Intetface | Metwork | 1P Address | Submetmask | Gateway | DNS
xenserver-demo Primary Metwork 0 192,168.0.7 255,255,255.0 192.1658.0.2  192,168.0,10

xenserver-demo Interface 1 Metwork 1 192,165.10,251 255,255,255.0
xenserver-dema Interface 2 Metwork2  192.168.20.251 255.255,255.0

www.open-e.com
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Using XenServer CLI apen-e

Edit the multipath configuration file:
/etc/multipath.conf
and add blue lines into “devices” section.

nano /etc/multipath.conf

## some vendor specific modifications

devices {
device {
vendor "SCST_FIO|SCST_BIO"
product o
path_selector “round-robin 0"

path_grouping_policy multibus

rr_min_io 100 }

Exit the nano editor with save: ctrl-x ->Y -> enter to confirm

www.open-e.com


http://www.open-e.com/
http://www.open-e.com/

Using XenServer CLI - edit /etc/multipath.conf apen-e

## following lines.
#hlacklist_exceptions {
device {
wendor  "IEBMT
product "3/390. %"

B

## TUse user friendly names, instead of using WWIDs as names.
defaults {
user friendly names no
H
H##
## some wvendor srcoiric modifications
devices |
device |
wendor "SCST_FIOlSCST_BIO"I
product e
path selector "round-robin 0"
path grouping policy multibus
rr_min io 100
i
dewvice {
wendor "LELL™
product "MDIOOO01™
path grouping policy group by prio
getuid callout "/sbinfscsi id -g -u -2 Jblock/in"
path checker rdac
prio_callout "/shin/mpath pric_rdac /dev/in"
hardware handler "1 rdac"
failback immediate
i
dewvice |

et Help Mritedut { Fead File Frewv Page By Cut Text Cur Fos
Exit il Justify I Where I=s Iext Page Wi TTnCut Text To Zpell
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Using XenServer CLI apen-e

In order to disable the phisiclal IP network subnet please edit rc.local file:
nano /etc/rc.local

And add the line:

iptables -1 INPUT -s 192.168.0.230 -j DROP

Exit the Nano with save: ctrl-x -> Y -> enter to confirm

Run the rc.local script with:

/etc/rc.local

NOTE: it is not nessesary to disable the secondary NIC: 192.168.0.240 becouse it is not
exported while XenServer connecting to the SR.

In order to test the settings please run:

iptables -L

In order to add or remove directly from command line please use followinng commands:
Enter “DROP” action for 192.168.0.230

iptables -1 INPUT -s 192.168.0.230 -j DROP

Remove the “DROP” action for 192.168.0.230

iptables -D INPUT -s 192.168.0.230 -j DROP

www.open-e.com
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Using XenServer CLI - edit /etc/rc.local

@' root@xenserver-demo:~

fbin/bash
touch fetc/boottime.stamp

fshin/update—-issue
clear </dev/ttyl >/dev/troyl

defoconsole="%(sed -ne 's/.*, (console=[" 1*%v).%/1/p' Sproc/cmdline) ™
defoonsole=§{defoconsoleffconsole=}

if [ ! -e /etc/xensource/no move kernel TLy ]
then
if [ "w§{defconsolelr™ = "x" ] || [[ §{defconscle} = toy[0-3]1% ]]
then
# Put the kernel mesSzages on LLy2
fusr/binfopenvt —o 2 fbinfecho "3Iystem Messages: ™
Jfopt/xensource/ libhexes,/set—printk-console 2

Get Help Writeout i i Wi Frev FPage B Cut Text
Exit Justify Il Mhere Is Wi Next Page UnCut Text

www.open-e.com
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To Spell

62


http://www.open-e.com/
http://www.open-e.com/

Using XenServer CLI

@' root@xenserver-demo:~

Fe00605h000161ab00f8eSoetci27141h: selector = round-robin 0O (internzal default)
3600605k 000161akh00fEegcete5i7141b: features = 0 [(internal default)
360060500001 61ab00fSeSeeac527141kh: hwhandler = 0 [(internal default)
36006050000161ak00f8e8eeb6e527141h: rr_weight = 1 [internal default)
360060500016 1akb00fEesceto527141b: winio = 1000 (config file default)
360060500001 61akh00fEe8eete527141b: no_path recry = NONE (internal default)

In Order to Check the pg timeout = HONE (internal default)

: 36006050000161akh00f8e8eeb6e527141h: set ACT _CEEATE (map does not exist]

Fe00605h000161ab00f8esoeaci277141b: failed to load map (& path might be in use)

Settlngs’ please run the FE00605h000161lab00fEedoede527141b: domap (0) failure for createfreload map

||St Command,' : ownership set to Z3030303030303030

not found in pathveco

Mlltlpath _V3 mask = Oxc
Miltipath -l et

owhership set to Z23030303030303030

not found in pathveco

NOW wask = Oxe

, . state = Z
pgpolicy = multibus t prio = 1 _ _
. . LT020R053030303030: pgfailowver = -1 (internal default)

minio =1OO 23030303030303050: pgeslic = multibus (controller setting)
23030303030303030: selector = round-robin 0 (controller setting)
23030303030303030: features = 0 (internal default)

A d b th th 230305502030303030: hwhandler = 0 (internal default)

n o pa S are 230303030303030530~sr_wedght = 1 [(internal defzault)

[aCtIVG] [ ready] 23030303030303030: minic = 100 (controller setting)
23030303030303030: no path recry = NOMNE (internal default)
pg_timeout = NONE [internal default)
23030303030303030: set ACT NOTHING (map unchanged)
[rootlxenserver—demo ~]#
Troot@xenserver—-demo ~]# mwultipath -11
23042503030303030 dw-0 SCST_EIO,00000000000000
[size=150%] [features=0] [hwhandler=0] [rw]
"._ round-robin. 0 [prio=2] [active]
\_ Z20:0:0:0 =do ool2 [active] [ready]
Y 18:0:0:0 =db S:16  [active] [ready]
[rootlxenserver—demo ~]# I
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Configure MPIO on XenServer

Next, in the ,,Storage” tab click
on ,New SR ...” button.

X XenCenter

File Pool  Server

@ Back -

Wiew

Forward -

A" add New Server

Templates  Tools  ‘Wwindow  Help

@l Mew Poal

Skorage

Mew Storage @, Mew Y Shut Down @Rebont ‘U Suspend

open-e

/Mo System fAlerts

Shiow: | Server Yiew

hd | g xenserver-hnnvzivo

Logged in as: Local rook account |

El 6 enCenter
=

= DWD: drives
@ Local storage
=| Remowable storage

'Search| General I Memary —Storage |Netwnrk| NICs | Consolel PerFormancel Users I Logs I

Storage Repositories

Storage
Mame I Description I Tvpe I Shared | sage | Size I Wirtual alloc.
chu:aI starage LW Mo 0% (20 MEB used) A19.6GE 16 MB
géRemovabIe storage udey Mo 0% (0 B used) 0E 0E
gDVD drives Phrysical DYD drives udew Mo 100%: (6 GE used) 6 1GE 6 1GE
1| | |
Mew SR... | Propetties
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Configure MPIO on XenServer gpen-e

Now, select the ,,Software iSCSI ”
and click on the ,,Next >” button.

X Mew Storagy Repository - #enserver-hnnyzlvo

Choose thy type of new sYprage e

¥irtual disR\storage Shared Logical Yolume Manager (LYM) support is available using either
iSSI or Fibre Channel access ko a shared LUM.
Lacation T~ NFS YHD

Using the L¥M-based shared SR provides the same performance
% Software iSCST

benefits as unshared LYM For local disk skorage, however in the shared
conkext, iS55I or Fibre Channel-based SRs enable WM agiliby — Ys

" Hardware HEA may be started on any server in a poal and migrated between thern,

150 library

" windows File Sharing (CIFS)
 MFS IS0

CiTRIX'

< Previous | Mext = Fimish | Cancel I
| 7

7
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Configure MPIO on XenServer gpen-e

In the Target Hosts field please
enter IP address of the first NIC of
iISCSI targets and click on the

»Discover IQNs” button.

X Mew Storage Repository - Henserver-demo

Enter a name ant\path for the new iSCSI storage g
Type ct a name and provide a target host For your new ISCSI storage, indicating wour target IQM and ywour target LUMN
proceeding,
Marne: IiSCSI wirtual disk skorage
Target Hosk: |192.168.ID.250| L3260
Use CHAP
User: I
Password: |

Target IGN: | j Discover IQMNs
Target LUN; | =] giscwer LS |

CiTRIX

< Previous | Mk = I Fimist | Cancel L

%
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Now, please select the target
showing on the first NIC
iqn.2011-02:xen.demo

(192.168.10.250).

X Mew Storage epository - Henserver-demo

e and path for the new iSC5I storage 9

Tvpe Select a name and provide a targek hosk For your new ISCSI storage, indicating wour targek IQOM and wour target LUK
before proceeding,

Mame: IiSCSI wirtual disk storage

Target Haosk: |192. 1658,10.250 T |3260

Use CHAP

ign.2011-02:xen-demo {192,168, 20.250: 3260) j Discower I0MNS |

ign.2011-02:xen-demo (192, 168,20,250: 3260)
ign.2011-02:xen-demo {192, 168.0.230:3260)
|qn 2011-02:xen-demao (192,168, 1.230:3260)

Target [GN:

Target LUM: Discaower LUMNS |

|qn Z011-0zZ: en demu (192 168 Z. 23EI 3Z260)
* {192,168, 10,250: 3260)

CiTRIX

< Previous | MExk = I Einish | Cancel !/

o
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Next, please click ,,Discover
LUNs” button and select the LUN.

X Mew Storage Repository - n=nserver-demo

Enter a name and path for Wge new iSC5I storage 9

Type Select a name and prizgde a target hosk For your new ISCSI storage, indicating wour targek IQOM and wour target LUK

before proceeding,

Mame: IiSCSI wirtual disk skar

Target Host: |192. 168.10,250 \ : |3ze0

Use CHAP \

User:

Password:

Target LION: Discover IQMNs |

Target LUM: j [ Discaower LUMNS |

CiTRIX

< Previous | MExk = I Einish | Cancel |

pi
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Step 16

path for the new iSCSI storage e

Type ck a name and provide a targek host For wour new ISCSI storage, indicating wour target IOM and wour Earget LUN

befohg proceeding.

Mame: 551 virkual disk storage

Target Haost: |1 55.10.250 1 3260

Use CHAP \
Iser: I \

Password: I \

N\,
Target IQN: fign.2011-02:xen-dema (192. 168, 10%250) | Discover IQNs |
Target LUN: [LUN 0: afz8654b: 150 GB (SCST_BIO) | Discawer LUNs |

CiTRIX'

< Previous | [dext = I Finish Cancel |
| 7
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Next, please format the disk.
Please read the warring message.

X XenCenter

File

@ Back - I [ 5 ISystem Alerts

Izt | i % Enter a name ant\path for the new iSCSI storage 9 Ve Gk

= 0 REnCE

SR
% Twpe B¢ a name and provide a target host For your news ISCSI storage, indicating your barget IQN and your target LN
% beforNyoceeding.

=

Viewe  Pool  Server NWM  Storage  Templates  Tools  Window  Help

X Mew Storage Repusitory - xenserver-demo

I Size
3GE
0E
19,6 GE

i~ ST wirhiial dick sharane
X Location

G260

Creating a new virtual disk oWhis LUM will destroy any data present, You muosk
l ", ensure that no other system is™gng the LUK, including any XenServers, or the
wirtual disk may become corruptedWhile in use.

Do you wish to Format the disk?

N |

|
Targek IOM: |iqn.201 1-02:xen-demo (192,168, 10,250: 3264) ‘l Discover IQMs |
Target LUN: [Lur 0; afza694b: 150 @B (SCST_BIO) =l Discaver LIRS |

< Previous [dext = | Firish I Cancel |

3
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In the ,,Storage” tab, new “iISCSI
virtual disk storage” appear.

% XenCenter

File  Wew Pool Server WM Storage Temy Window  Help
o Back - Farward = IE'L_, Add Mew Server \ ﬁ Mews Storage @ Tew Wi ‘ﬂ’ Shut Down @ Reboot Suspend V Mo System Alerts
Show: |SEWE" Wigw D~ | B xenserw*deml:l Loggedin as: Local root account |
= 0 Henienter search I General I Storage INetworkl MICs I Console | Performance | Users I Logs I
Storage Repositiyies
iSCSI virtual disk storage
£ Local storage Storage
Removable storage
% 5 Mame \ Description | Type | S | Usage | Size | Yirkwal allocation |
%DVD drives on xenserver-deﬁ Physical DYD drives on xenserver-demo uder Mo 100% (3 GBused) 3GE 3GE
EggiSCSI virtual disk storage 9051 SR [192.168,10,250 (ign.2011-02:xen-demo)]  LWM over isC3l Yes 0% {4 MB used) 150 GB ag
%Removable storage on xXens. .. udew Mo 0% (0 B used) 0B i}:]
%Local storage on xenserver-,,. % LW Mo 0% (276 MBused) 919.6GE 334 MB
Mew SR, .. | | Properties
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Configure MPIO on XenServer gpen-e

In order to check Multipath settings,
please select the “iISCSI virtual disk Step 19
storage” and in the “General” tab

Multipathing section must show “2
of 2 paths active”.

X XenCenter =]

Eile  Wiew  Pool  Server WM Storage  Templakes  Tools  Window  Help

o Back - Forward - IE:E' Add Mew Server LE' Mew Pool @ MNew Storage @ Mew ¥YM Shiut Dawan Rebook Suspend V Mo Swstem Alerts
Shi IServer Wiew JolRY | g iSCSI virtual disk storage Logged in as: Lecal root account |
=] 9 senCenter FE— |Storage | Logs |

= B wenserver-dema
Storage General Properties

Properties | Expand all Collapse Al

General A

Remowvable storage

ame; i3SI wirtual disk storage

Description: i5CSI SR, [192.168.10.250 (ign.2011-02:xen-dema)]
Tags: <Mone=

Folder: <Mone =

LW aver iSCST

4 MEB used of 150 GB total {0 B allocated)
23030303030303030

15f6etf2-839d-2934-6b38-d1022ac4aabs

Multipathing

xenserver-demo: 2 of 2 paths ackive {

A
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Now install the Windows 2008 virtual machine on the new
added iSCSI Virtual disk storage and run lometer in order
to check the performance.
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Multipath /0 on DSS V6 with XenServer open-e

Step 20

Verify the performance with
»lometer” running on

|o Iometer

Ty | - , 3
= d| =N e || o aEu| v
Topology " Disk Targets ] Network Tarsig | Access Specifications  Results Display I Test Setup |
=8 /F‘\ All Managers Results Since Update Frequency [seconds)
5 g WIN-OPR2958MU Drag managers and workers Start of Test ——r
e from the Topology window 1 P o T v o
-~ Worker 1 to the progress bar of your choice. 1 2 3 4 5 10 15 230 45 B0 oo
i Worker 2

9 Worker 3 — Display
9 Worker 4 .rl\ll Managers 646.55 1000
Total I/0s per Second l | il
All Managers 61.64 1000

Total MBs per Second I ’iL

E2

All Managers 23.9625 100
Average |/0 Response Time [ms) I l_ _>J
All Managers 2024.8957 10000
Mazimum /0 Response Time [ms]J _ _>_|
All Managers 10.72 % 100 %
% CPU Utiization (tota) [| >
All Managers 0 10
Total Error Count i.'
| | »f
[Test Completed Successfully [ [ 4

Now you have completed the configuration of Multipath 1/0 on DSS V6 with XenServer.
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Thank you!

Follow Open-E: twitter You([TH facebook Linked (11  knowledgebase @ forum =) blog
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