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Synchronous Volume Replication with Failover over a LAN
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Synchronous Volume Replication with Failover over a LAN

= Open-E DSS Synchronous Volume Replication with Failover is a fault tolerance process via iISCSI volume

» Data is copied in real-time, and every change is immediately mirrored from the primary server to the secondary storage

server.
* In case of a failure, scheduled maintenance of the primary server, or loss of the primary data source, failover automatically

switches operations to the secondary storage server, so processes can be continued as usual.
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VOLUME REPLICATION WITH FAILOVER BETWEEN TWO SYSTEMS WITHIN ONE LAN

= Recommended Resources

« Key Hardware (two systems)

v' x86 compatible

v" RAID Controller with Batery Backup Unit

v HDD's

v" Network Interface Cards

v" Ping Node (ping node it is any permanently (24/7) available host in the network. In particular
case the ping node function can be performed by the server storing the data on the iSCSI
failover volume).

« Software
v" Open-E DSS, 2 units

= Benefits
« Eliminate business disruption
 Data Redundancy over a LAN
 Switch Redundancy

= Disadvantages
* High cost of solution
 Natural disasters (earthquake, fire, flood...) can destroy local systems
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» Data is written and read to System 1 (primary)

» Data is continually replicated to System 2 (secondary)
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* In case of raid array or disk drive error on System 1(primary), the server will send an e-mail notification
to the administrator
* [SCSI Auto Failover determines there is no connection between the servers

« After a few seconds Automatic Failover is executed and users are switched to System 2 (secondary)

aoen-¢
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PING NODE
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» After switching, the replicated volume

is available on System 2 (secondary)
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TO SET UP VOLUME REPLICATION WITH FAILOVER, PERFORM THE FOLLOWING STEPS:

1. Hardware configuration:

 Settings server names, ethernet ports and bonding on secondary and primary node
2. Configure the Secondary node:

 Create a Volume Group, ISCSI Volume

* Configure Volume Replication mode (destination mode) — settings mirror IP address
3. Configure the Primary node

 Create a Volume Group, iSCSI Volume

 Configure Volume Replication mode (source mode) — settings mirror IP address, creating Volume Replication
task and start replication task.

Create new target on Secondary node
Create new target on Primary node
Configure virtual IP and Auxiliary connection
Configure iISCSI Failover

Start Failover Service

© © N o g B

Test Failover Function
10. Run Failback Function
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To run the Volume Repl|cat|on with Failover, two DSS systems 1. Hardware Configuration
are required. Both servers must be located and working in the

Local Area Network. See below configurations for examples: PING NODE

Address IP: 192.168.2.106

Da_lta Server (DSS1) _ Data Server (DSS2)
Primary node <] Control Secondary node
Address IP:192.168.0.220 Address 1P:192.168.0.221
RAID System 1 Switch 1 Switch 2 RAID System 2
Primary )’ Secondary

Port used for WEB GUI management
IP:192.168.0.220  eth0

Volume Replication ,
Auxiliary connection (Heartbeat)

Port used for WEB GUI management
_‘ eth0  IP:192.168.0.221

I E— Optional: Volume Replication ,

This path can be

Auxiliary connection (Heartbeat)
IP:192.168.1.220 ethl directly  point-to-point ethl 1p:192.168.1.221
Client Storage Access connected ethl (o ethl Client St A
' : : ient Storage Access,
Aucxiliary connection (Heartbeat) N\ CUTE IS ST} Auxiliary connection (Heartbeat)
[ ]
bond0 ;1921682220  (eth2, eth3) T — ﬂ (eth2, eth3) ip:192.1682221  bond0
BondingIP B d/' P
nain
Volume Groups (vg00) onding

g Volume Groups (vg00)

iSCSI volume (Iv00) '» iSCSI Failover/Volume Replication (ethl) iISCSI volume (Iv00)
4 B

x
&b
ISCSI targets g _________ _____>9 ISCSI targets

Virtual Address 1P:192.168.10.230 (iSCSI Target)
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apen-e

After logging on the DSS V6
please go to ,,.SETUP” tab,
L,hetwork” and ,Interfaces”. In
,Server name” function enter

Server name, in this example

,dss2” and click button.
(All connections will be

restarted)

Data Server (DSS2)
Secondary node
Address IP:192.168.0.221

U

open-e

1. Hardware Configuration

ENTERPRISE CLASS STORAGE 085 for EVERY BUSINESS

SETUP

CONFIGURATION

You are here: SETUP b network b Interfaces

MAINTENANCE STATUS HELP

DATA STORAGE SOFTWARE V6

| f Interfaces

R0

Server name

etho
ethl
eth2
eth3

(F T T e R T T
’#" iSCSI Failover

R7?

Server name:
Comment:

|»

|d552

| Data Storage Server |

Please apply changes or press "reload” button to discard

DMS settings

DNS

Event Wiewer:

Create new bond interface

O || etho yes
r | ethl yes
O =4 eth2 yes
r | eth3 yes
Create:
MAC:

Product is activated.

cable Single
no cable Single
cable Single
cable Single
[ New balance-rr i |
[ 02:B4:51:03:CcanBC |
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apen-e

Data Server (DSS2) . .
Secondary node 1. Hardware Configuration

Address [P:192.168.0.221

gpen-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ network ¥ Inkerfaces » etho

______ f"‘ (? Interface info i e "?
Next Select ethO interface and 7 Intel Corporation 82546GE Gigabit Ethernet Controller (rev 03)
change address IP from
192.168.0.220 in field IP address —— ANE
to 192.168 .0.221, and click
bUtton (Thls WI” reStart network & x:rrr::;? You are currently connected through this interface,
configuration).
¥ active
MALT: 000423 B9:86:FA
~ © DHCP
oo & Srat
I i"‘ iscsI Failover (R 7 \ P Zc‘ililress: [152.168.0.221 |
gm': Netmask: [ 255.255.255.0 |
ethz Broadcast: [ auto |
otz Gateway: | |
[ omly
Please apply changes or press "reload” button to discard

Event Viewer: Product is activated.

Data Storage Software W6 - All right
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apen-e

Data Server (DSS2) . .
Secondary node 1. Hardware Configuration

Address [P:192.168.0.221

open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

CONFIGURATION MAINTENANCE STATUS HELP

SETUP

You are here: SETUP b network b Interfaces b ethl

Y e - - W vy
Interfaces ‘i (? Interface info (Y (?

Next select ethl interface and v ‘ Intel Corporation B2546GE Gigabit Ethernet Controller (rev 03) ‘
change P address from
192.168.1.220 in field IP address

IP address
t0 192.168 .1.221 and click
¥ Active
bUtton AT 00:04:23:B9: 86 FB
© DHCP
& Static
IP address: [192.168.1.221 |
Netrmask: | 255.255.255.0 |
| ﬂ iSCST Failover | }/? Broadcast: | auto |
 — Gateway: | |
eth2
eth3 Flease apply changes or press "reload” button to discard

Event Wiewer: <] Product is activated,

Data Storage Software W6 - All rights reserved
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apen-e

Data Server (DSS2)
Secondary node
Address IP:192.168.0.221

1. Hardware Configuration

& gpen-e ENTERPRISE CLASS STORAGE S for EVERY BUSINESS DATA STORAGE SOFTWARE V6
SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: SETUP » network ¥ Interfaces
Ao nlp a a 0 -
2 % C . SRp e Create new bond interface
ntp a a a
cl PDONG A otho
ethl
0 C 0 DOXE C ath2 O | etho yes cahle Single
eth3
alll € - [0 edle Sele O | ethl yes no cahle Single
PDONAINQG O0€E eXalpie v | eth2 yes cahle Single
ele C Ddlac C v = athz yes cahle Single
Create: | Mew balance-rr ;l
MAC: | 0zicais3:948D:15 |
© DHCP
& Static
/Address IP: [192.168.2.221 |
| =74 iscsI Failover [ R/7? /Netmask. [ 255.255.255.0 |
. / Broadcast: | |
eth1 Gateway: | |
eth2
Please apply changes or press "reload” button to discard
HTTP proxy 2l ) ?

Next enter address IP in field IP

address 192.168 .2.221, Netmask,
and click button.

[T Use HTTP proxy

Product is 2

Data Starage Software W6 - All rights
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apen-e

Data Server (DSS2)
Secondary node
Address 1P:192.168

/

W

After reloading page on the dss2
server you have configured bond0.

Setting of the network interfaces on
the secondary node is finished.

open-e

1. Hardware Configuration

DATA STORAGE SOFTWARE V6

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network b Interfaces

e
I m Interfaces q ?

etho

ethl

eth2 (bond0)
eth3 (bond0})
ond0

Server name:

Comment:

7
Server name ) ?

| dss2 |

| Data Storage Server |

DMNS settings

DNS

P e e Y
I g‘:ﬁ iSCSI Failover |} /?

Create new bond interface

etho
ethl
bond0

O | ethn
O B ethi
11} | eth2
= B eth3
Create:
MAC:

Event Wiewer:

Data Storage Software V6 - All right

Product is activated.

cable Single
no cable Single
cahle bondo
cahble bondo
| Mew balance-rr LI
[ D2:E5:7C:10:86:98 |
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apen-e

After logging on the primary
node please go to ,,SETUP”
tab, ,,network” and
JInterfaces”. In ,Server name”

function enter Server name. In
this example enter dss1 and
click button. (All
connection will be restarted).

Data Server (DSS1)
Primary node
Address IP:192.168.0.220

& open-e

1. Hardware Configuration

ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS

DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION

You are here: SETUP b network b Interfaces

MAINTENANCE STATUS HELP

P ————
| g Interfaces Rr?

Server name

: ﬂ iSCST Failover (R?

Server name:

Comment:

|»

| dss1 |

| Data Storage Server |

Please apply changes or press "reload” button to discard

DMS settings

DNE

etho
ethl
eth2
eth3

Event Wiewer: <]

Create new bond interface

O B ethn
m I ethi
[ | ethz
m I etha
Create:
MAC:

Product is activated,

Data Storage Software VW6 - &ll rights reserved

Yes cable Single
yes cable Single
yes cable Single
Yes cable Single
[ New balance-rr |
[ D2:30:EA:FEIBE:69 |
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apen-e

Data Server (DSS1 . .
Primary node( ! 1. Hardware Configuration

Address P:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network b Interfaces

Again select ,Interfaces” and in =
| b nd

Create new bond interface

Interfaces “fi &

Create new bond interface
function check two boxes with eth2 0O = etho yes cable single
and eth3. In field Create select 0 = eth1 yes cable single
mode for bonding. In this example A ethz yes cable Single
Se|eCt6d NeW balance-l’r v = eth3 yes cable Single
Create; | Mew balance-rr ;l
MAC: | 02:14:ED:66:B11ES |
© DHCP
& Static
Address IP: [ 192.168.2.220 |
; é{. 7 iSCSI Failover | }(7 /Netmask: | 255.255.255.0 |
G /Broadcast: | |
E ethl / Gateway: | |
eth ————
et
Flease apply changes or press "reload” button to discard

Next enter address IP in field IP

address 192.168 .2.220, Netmask, B VST reEd)
and click button. e

Event Yiewer: Product is activated.

Data Storage Software V6 - all right
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apen-e

Data Server (DSS1) . .
Primary node 1. Hardware Configuration
Address |P:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network b Interfaces

—
Iﬂ Interfaces K7

etho
ethl

eth2 (bond0) Comment: | Data Storage Server |
eth3 (bond0})

Server name: [dss1 |

After reloading page on the dssl
server you have configured

bond0. Setting of the network
interfaces on the secondary node is

DMS settings

e DS |
finished. o
A er—————m— Y £)
|§j iSCSI Failover ({7 -
E:: etho Create new bond interface
ethl
bond0
r = ethn yes cahle Single
r = ethl yes cahle Single
| | eth2 yes cahle bondo
] = eth3 yes cable bondo
Create: | Mew balance-rr ;l
MAC: [0z:70izRi22:B2 60 |
' DHCP

Event Viewer: Product is activated.

Data Storage Software V6 - All right
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apen-e

Data Server (DSS2 .
Secondary ngde ) 2. Configure the Secondary node

Address [P:192.168.0.221

& apen-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here; CONFIGURATION b volume manager # Val, groups

Under the ,,CONFIGURATION”
tab, select ,,volume manager” &7 _vol.groups_ (R?

and next Vol. Groups.

Unit rescan

Unit manager S

a O Unit S000 230.08 [ available

Action: | new volume group ;l
Name/| . |

In Unit manager function add

the selected physical units
(Unit SO00 or other) to create a /
new volume group (in this case,

vg00) and click button

Volume Groups (vg00)

Drive identifier

| Unit S000 M/ &

Event Viewsr: Product is activated,

Data Storage Software W6 - All rights reserved
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apen-e

Data Server (DSS2 .
Secondary ngde ) 2. Configure the Secondary node

Address [P:192.168.0.221

l& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS . DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION b volume manager  Vol, groups » wgO0

Select the appropriate volume

24 avEE——— (€] £
':ngOL:pftV 30) fro{n the “St OSnCS| ‘l l:l S Je Volume manager Y (?
€ left and create a new |
volume of the required size. Reserved Paol +00 @
Reserved for snhapshots 0.00

This logical volume will be the
Reserved for system 1.00

destination of the replication
Reserved for replication 0.00
— Free 225.03
m | new iISCSI valume ;l

Options: | Just create volume j
. é‘ Vol. replication q (? M Use volume replication
Next check the box with Use ' — > "
volume replication o Fis 1o
[ Initialize
& Block 1/0
—f

225,03

u]
@o add: GB  (+0.12 GB for replication)

Flease apply changes or press "reload” button to discard

After assigning an appropriate
amount of space for the iISCSI
volume, click the button

Product is activated,

Event Wiewer:

Data Storage Software Y6 - All rights reserved
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Data Server (DSS2 .
Secondary ngde ) 2. Configure the Secondary node

Address [P:192.168.0.221

l& gpen-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION P volurme manager * Yol groups » wall

s e T

—— i 7

| éf "Tl.groups R7? Volume manager . !
vgoo o Info

Logical volume w0000 has been created successfully.

2 Ivoo00 B@ V M/ & 10.00
'

Reserved Pool 4.00 @
Reserved for snapshots 0.00
The destination iISCSI Volume Reserved for system .00

~Block /0 is now configured. —— i s i

iy [,
4
!

#" Vol. replication ‘i ? Free 214,91

Action: new MAS volume ;l

ﬁrBV iSCSI volume (lv0000)

[T Use volume replication

© worm o

214.91

@DI__

> R -

Data Storage Softw
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Data Server (DSS2 .
Secondary ngde ) 2. Configure the Secondary node

Address [P:192.168.0.221

& gpen-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS . DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION b volume manager ¥ Yol, replication

oy | Volume replication mode
vol. groups KT
4 €

Now, select the Vol. replication Iv0000 r— r__yF m
and check the box under
Destination and click the [ ooy |
button

Mirror server IP

Next, under Mirror Server IP P address: [152.168.1.220 |
function, enter the IP address of V)
ﬂ | I‘Imary noe |n our : é’f Vol. replication R? ﬁ

Please apply changes or press "reload” button to discard

example, this would be /
192.168.1.220) and click the

apply button

Create new volume replication task

o Info

Mirror Server IP is not set.

NOTE:
The Mirror server IP Address must be on the same 2
subnet in order for the replication to communicate.
VPN connections can work providing you are not
using a NAT. Please follow example:

* Source: 192.168.1.220

* Destination: 192.168.1.221

Replication tasks manager

Event Viewer: Product is acti

Data Storage Software W6 - All rights reservec
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Data Server (DSS1) . .
Primary node 3. Configure the Primary node
Address 1P:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION P wolume manager ¥ Yol, groups

| é’ Vol. groups Rr?

Unit rescan

Under the ,,CONFIGURATION”
tab, select ,,volume manager”
and next ,,Vol. Groups”

Unit manager )7
/ap Unit MDD 465,77 M/ available

Action: | new volume group ;l

MName: | wigoo |

Add the selected physical units

(Unit MDO or other) to create a | —> K
new Volume group (ln thlS Case’ Please apply changes or press "reload” button to discard
vg00) and click button

T e ————
71 Vol. replication R?

Drive identifier

O Unit S001 ERY135BZ

I Unit S000 ORY1GPTW

Volume Groups (vg0o) i) -

Event Viewer:

Product is activated,

Data Storage Software W6 - All rights reserved
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Data Server (DSS1 . .
Primary node( ) 3. Configure the Primary node

Address P:192.168.0.220

& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION b volume manager ¥ Vol groups » wgO0

. é’ Vol. groups a6
Select the appropriate volume — Volume manager e )?
group (vg00) from the list on
the left and create a new iSCSI el +0 @
. . Reserved for snapshots 0.00
volume of the required size.
Reserved for system 1.00

This logical volume will be the sem—_s—— o
. . . . eserve or replication i
destination of the replication
T — Free 460,72
process \
Actian: new ISCSI valume LI

Options: | Just create volume ;l
=7 ol. replication [/} /7] .
Next , check box Use volume EASERSITTNG) > s votn repication
replication ¢ File 1/0
¥ 1nitizlize
& plock 1/0
g

460,72

After assigning an appropriate ;
@o add: GB  (+0.12 GB for replication)

> BTN

Please apply changes or press "reload” button to discard

amount of space for the iISCSI
volume, click the button

Event Wiewer: (<]

Product is activated,

NOTE:
The source and destination volumes must be of identical size.

Data Storage Software V6 - All rights reserved
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apen-e

Data Server (DSS1 . .
Primary node( ) 3. Configure the Primary node

Address P:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: CONFIGURATION # wolume manager ¥ Vol, groups » wgoo

: §7 ” wvol. groups (R(?
—_— Inf
L e vgoOD o i

Logical volume lv0000 has been created successfully.

Volume manager L) sy (?

/alvl:ll:ll:ll:l B;u,-? v M8 10.00 @

Reserved Pool 4.00 @

Reserved for snapshots 0.00
The destination iISCSI Volume RasemeilTarsystam -
BlOCk |/O IS now Conflured Reserved for replication 0.13

I ﬂ vol. replication | /7 Free 450.59

Action: new MAS volume ;l
4‘8’ ISCSI VOIUme (IVOOOO) " Use volume replication

I worm

450.59
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Data Server (DSS1 . .
Primary node( ) 3. Configure the Primary node

Address P:192.168.0.220

“ gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION # wolume manager b Vol, replication

Volume replication mode

~ wol.groups | R'?

IvD000

Now, select Vol. replication,
and check the box under

Source and click the
button

Mirror server IP

192.168.1.221 |

IF address:
T wan

T T e L
| g‘} vol. replication (R/7?

Next , under Mirror Server IP

function, enter the IP address of
the Secondary node (in our 0
example this would be
192.168.1.221) and click the |

Create new volume replication task

Info
Mirror Server IP is not set.

button

Replication tasks manager

0 Info

Event Viewer: Product is activated,




Synchronous Volume Replication with Failover over a LAN gpen-e

apen-e

Data Server (DSS1 . .
Primary node( ) 3. Configure the Primary node

Address P:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION # wolume manager ¥ Yol, replication

: 5"/ N T aTin s groups q &l Mirror server IP

L wgoo
IP address: 192.168.1.281 |
I wwian

Enter the task name in field

Create new volume replication task

Task name next click on the _
_ _ Task narne: [ Mirror_oo
button Source volume: [ Ivoooo
estination volume: [ Ivoooo
Bandwidth for Syncsource (MB): X

T T T T
: j’} vol, replication [ }?

[T Asynchronous protocol:

create

.
Ll |

Please apply changes or press "reload" button to discard

In the Destination volume
field select the appropriate
VOlume (In thls example’ o Ii.lr:?asks have been found,
Iv0000) and click to

confirm

Replication tasks manager

Event Viewer: m Product is

Data Storage Software W6 - All rig
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Data Server (DSS1 . .
Primary node( ) 3. Configure the Primary node

Address P:192.168.0.220

“ opm-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION # wolume manager b Yol, replication

—
F [ v oo (N2 -

L wgoo

Mirror server IP

IP address: 192.168.1.221 |
I wan

Create new volume replication task

| ﬂ ” vol. replication ([ }/?
—_— o Info
L& Mirror_DO

Mo volumes with replication functionality found or all volumes have a task
assigned already.

Now, in the Replication task
manager function, click on

% button under to start the
Replication task on the Primary
node

Replication tasks manager

o Mirror_00 nfa A oo@

Event Viewer: Product is activated,

Data Storage Software W6 - All rights reserved
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apen-e

Data Server (DSS1 . .
Primary node( ) 3. Configure the Primary node

Address P:192.168.0.220

“ gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION ¥ volume manager # Yol, replication

T H 5
: ﬁ Vol. groups f‘ r’? Mirror server IP
Lo wgoo
IP address: 192.168.1.221 |
O wan

Create new volume replication task

o Info

Mo volumes with replication functionality found or all volumes have a task
assigned already.

In the Replication tasks | &7 vol. replication [ }?
manager function information SRl

Replication tasks manager

IS available about the current
running replication task

@ Mirrar_00 2009-09-02 23:43: 11 c o @

Source volume: lv0ooo
Destination volume: lv0ooo
Destination IP: 192,168.1.221
Protocal type: Synchronous

Product is

Data Storage Software \F_Ef - all rights
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apen-e

Data Server (DSS1 . .
Primary node( ) 3. Configure the Primary node

Address P:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: STATUS ¥ tasks » Yolume Replication

Under the ,,STATUS” taba - Tasks [ Running tasks ) 7]
select ,,tasks” and Volume — :
Relication : Eif?.iigﬂiﬁi'ﬂ.?fk"p z@ Mirror_00 vaolume replication 2009-09-02 23:43; 11

o Antivirus
Yolume Replication /
o Snapshots Protocal type: Synchronous

Connection: Connected

Source info:
Logical volume: [iegu]ufuu]

Consistency: Consistent

Destination info:
Logical volume: lvoooo

C“Ck on the f"’ button W|th Consistency: Cansistent

IEEL Hgmg (m IhIE ;asg IP address: 192,168.1.221

Mirror_00) to display detailed

information on the current
replication task _

2009-09-02
23:43:20

Mirror_0a Yolume replication 0K Started ‘

NOTE:

Please allow the replication task to complete
similar to above with status being “Consistent”
before writing to the iISCSI Logical Volume.

Event Viewer: Product is activated.
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Address [P:192.168.0.221

t& opm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION # iSCSI karget manager b Targets

Create new target

[T Target Default Name

Choose ,,CONFIGURATION”, Name,
-1ISCSI target manager” and Alas:
,rargets” from the menu

| mytarget |

| targetd |

Please apply changes or press "reload"” button to discard

Discovery CHAP user access

In the Create new target
function, uncheck the box D Ereble e URe RS Ry tater]
Target Default Name, and
enter a name for the new target
in the Name field and click

to confirm

iSCSI targets zp

NOTE:
Both systems must have the same Target name.

Event Viewer: Product is activated.

Data Storage Software W6 - All rights reserved
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Secondary node
Address IP:192.168.0.221

open-e

4. Create new target on the Secondary node

ENTERPRISE CLASS STORAGE 035 for EVERY BUSINESS

DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION

You are here: CONFIGURATION # iSCSI karget manager ¥ Targets » mytarget

MAINTENANCE STATUS HELP

"] ;
| Targets

" Targets | }R/?

Target volume manager

¢ targetD

Select target0 within the
Targets field.

A7

CHAP users

” CHAP users (/R/?

o Info

Currently there are no LUN's added to this target. In order to add a LUN,
click on the plus "+" sign in the "Action" column for this LUM,

o Info

There are logical volumes selected as mirror destination. There is no
direct access to mirror destination volume, In order to access such
volume, you can stop mirror task and switch destination mode to source
rmode or create a snapshot on the destination volume and assign the
snapshot to a new target,

o Info

Please note that in order to access iISCSI-enabled data from an initiator,
the target needs to have a LUN O, otherwise the data in all other LUNs
will be inaccessible. The data will also be inaccessible if you select an
inactive snapshot or a destination volume {volume replication) as LUN 0. —

To assign a volume to the

@ Iv0o0o OICQNwUEhQWIjtHI 0 i

target, click the button &
located under Action

NOTE:
Both systems must have the same SCSI ID and LUN#

WARNING:

Please do not switch on the write back (WB) cache !

Yolume replication: Destination
Size (GB): 10.00

Discovery CHAP user access

[T Enable CHAP user access authentication

Product is activated.

Data Storage Software W6 - All rights reserved
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apen-e

Data Server (DSS1 .
Primary node( ) 5. Create new target on the Primary node

Address P:192.168.0.220

l& apm-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION # iSCSI karget manager b Targets

Create new target

Choose ,,CONFIGURATION” [ weRCRu: — |
and ,,iISCSI target manager” Alae. o |

and ,, Targets” from the menu

Please apply changes or press "reload"” button to discard

Discovery CHAP user access

In the Create new target
function, UnCheCk the bOX " Enable CHAP user access authentication
Target Default Name, and

: G

enter a name for the new targe
in the Name field and click
to confirm

iSCSI targets zp

NOTE:
Both systems must have the same Target name.

Event Viewer: Product is activated,

Data Storage Software V6 - all rights reserved
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Primary node
Address 1P:192.168

Select the targetQ within the

Targets field

To assign a volume to the

target, click the button &
located under Action

WARNING:
Please do not switch on the write back cache (WB) !

.0.220

5. Create new target on the Primary node

gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION

You are here: CONFIGURATION k iSCSI karget manager b Targets » mytarget

MAINTENANCE STATUS HELP

@771 : Qr
| Targets P

Target volume manager b Y (?

[ ¢ target0

: ﬁf " CHAP users ‘i ?

o Info

Currently there are no LUN's added to this target, In order to add a LUN,
click on the plus "+" sign in the "Action" column for this LUN.

o Info

Please note that in order to access iISCSI-enabled data from an initiator,
the target needs to have a LUN 0, otherwise the data in all other LUNs
will be inaccessible, The data will also be inaccessible if you select an
inactive snapshot or a destination volume (volume replication) as LUN O,

Q oo b1l © )

Discovery CHAP user access

[T Enable CHAP user access authentication

Target IP access

Deny access: | |

Allow access: | |

Product is activated,

= V6 - All rights
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Data Server (DSS1 . : . .
Primary node( ) 6. Configure Virtual IP and Auxillary connection

Address P:192.168.0.220

L& apen-e ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

NOW, Se'ect the bondo W|th|n You are here: SETUP ¥ netwark ¥ SCST Failover
ISCSI Failover.

s s A .
I @ Interfaces r‘i (? Virtual IP Settings

In the Virtual IP Settings —
function check box Enable EEIE; T MAC: 02:14:ed:66:b1:¢8
. e on 2 i
virtual IP and enter IP bondo e Al e |
address, Netmask, Metmask [255.255.255.0 |
Broadcast [ 192.168.10.255 |

Broadcast, and click the
button.

Please apply changes or press "reload"” button to discard

Auxiliary connection

In the Auxiliary connection
function check box Use this & iscet raiover (R[?
network interface to

o etho
communicate between the e —
nodes and CIICk the Please apply changes or press "reload” button to discard

button.
NOTE:

There need to be at least two auxiliary connections. The
interface with the virtual IP can also serve as one of the
auxiliary connections. Please set the Virtual IP Address in a
different network subnet then the physical IP Address. To
have additional iISCSI Failover systems, please set this pair
in a different network subnet from the other iSCSI Failover
systems. This limitation will be removed in the future.

M Use this network interface to communicate between the nodes.

Event Viewer: Product is activated.
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Data Server (DSS1)
Primary node
Address 1P:192.168

Now, select the ethl within
ISCSI Failover.

In the Auxiliary connection
function check box Use this
network interface to

communicate between the
nodes and click the
button.

6. Configure Virtual IP and Auxillary connection

DATA STORAGE SOFTWARE V6

l& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS
SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network ¥ iSCSI Failover

o]

Interfaces

1?7

Wirtual IP Settings

bond0

etho
ethl
eth2 (bond0)
eth3 (bond0)

MAC:
" Enable virtual 1P

00:15:17:18:e7:f5

Auxiliary connection

M Use this network interface to communicate between the nodes.

—

]77?

| &4 iSCSI Failover

Flease apply changes or press "reload" button to discard
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apen-e

Data Server (DSS2 . : . .
Secondary ngde ) 6. Configure Virtual IP and Auxillary connection

Address [P:192.168.0.221

l& open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V&

SETUP CONFIGURATIOMN MAINTENANCE STATUS HELP

Choose1 "SETU P” and You are here: SETUP » network » iSC5I Failover
~network” and ,,Interfaces” P Tnteriaces Q417 T
from the menu mm——

2:::; (hanin MAC: 02:ca:53:94:ad: 15
Now, select the bond0 within EEE'L%S””“"”’ Y S Al e |
ISCSI Failover. Metmask [255.255.255.0 |
In the Virtual IP Settings Breadcast 192 therioss |
function check the box Enable —i
Vlrtual |P and enter IP Please apply changes or press "reload” button to discard
address, Netmask, Auxiliary connection
Broadcast, and click the

M Use this network interface to communicate between the nodes.

AP ———TE——
, gf_ﬁ iSCSI Failover ((R}/?

o etho
N o

Please apply changes or press "reload"” button to discard

button.

In the Auxiliary connection
function check box Use this
network interface to
communicate between the
nodes and click the

button.

Event Wiewer: Product is activated,
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Secondary ngde ) 6. Configure Virtual IP and Auxillary connection

Address [P:192.168.0.221

& apen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b netwark ¥ iSCSI Failover

T ey . o
| @  Interfaces ]2 Virtual IP Settings
etho
ethl : SR T R
eth2 (bond0) MAC: 00:04:23:b%:86: b
eth3 (bondD) " Enable virtual 1P
bond0

Auxiliary connection

M Use this network interface to communicate between the nodes,

Now, select the ethl within

In the Auxiliary connection — —

function check box Use this 7
network interface to
communicate between the
nodes and click the

button.
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Primary node( ! 7. Configure iISCSI Failover

Address P:192.168.0.220

“ gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b netwark ¥ iSCSI Failover

|»

| ﬂ Interfaces 'ﬁ [? Failover status
etho
ethi o Info
eth2 (bond0) Failowver statistics are unavailzble due to the ISCSI Failover service being
eth3 (bondo) disabled. Please go to Failover Configuration to enable it.
bond0o

Now, select iISCSI Failover

Failover configuration

¥ Enable iSCSI failover functionality
ﬂ @ Primary node on localhost

/ Secondary node IP; [ 192.168.2.221 |
|

Ping node IP: [192.188.2.108

| é} 7 iSGSI Failover t‘ (? Show advanced >
= " secondary node on localhost

Primary node IP; | |

Show advanced =

In the Failover configuration
function, check the box Enable
ISCSI failover functionality

and enter the Secondary node
IP address and the Ping Node
IP (must be on the same @
Subnet) and C“Ck the ‘ Please note asynchronous replication tasks will not be displayed in this ‘

window, as only synchronous tasks can be used for failover,
button.

Please apply changes or press "reload" button to discard

Failover Tasks

Product is activated,

Event Wiewer:
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Secondary ngde ! 7. Configure iISCSI Failover

Address [P:192.168.0.221

l& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b netwark ¥ iSCSI Failover

|»

AT — .
| ﬂ Interfaces r‘i (? Failover status
etho
ethi o Info
eth2 (bond0) Failowver statistics are unavailzble due to the ISCSI Failover service being
eth3 (bond0) disabled. Please go to Failover Configuration to enable it.

bond0

Now, select iISCSI Failover

Failover configuration

V¥ Enable iSCSI failover functionality
 Primary node on localhost
Secondary node IF; | |

Fing node 1P | |

Show advanced ==

5= R
| éﬁ iSCLoI Failover ’1 ?

e ® secondary node on localhost
Eg::}g / Primary node IP: [ 192.168.2.220 |
bond0 / show advanced >>
Now, in Failover .
Conflguratlon fu nCtlon y CheCk Please apply changes or press "reload” button to discard

the box Enable iSCSI failover

Failover Tasks

functionality and enter Primary
node IP address and click the ‘ e ‘

Please note asynchronous replication tasks will not be displayed in this
bUttOﬂ window, as only synchronous tasks can be used for failover,

Product is activated.
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l& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

7. Configure iISCSI Failover

You are here: SETUP b netwark ¥ iSCSI Failover

T Failover Tasks
Interfaces KU?
i -
1 Infi
Move the iSCSI Tasks to be otho e o | o
ethl Please note asynchronous replication tasks will not be displayed in this
used for the fallover Serv|ce to eth2 (bond0) window, as only synchronous tasks can be used for failover,
eth3 (bond0})
bond0o

the Failover Tasks area by

clicking == button Search: | |
and click 2 T
S —

T »
| g‘-_ﬁ iSCSI Failover q &

etho
ethl - -
bond0

Flease apply changes or press "reload"” button to discard

Failover manager S ? 7

o Info

Mo task has been selected.

Event Viewer: Product is activated.
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Address IP:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

8. Start Failover Service

R |
X
X
3

You are here: SETUP b network ¥ iSCSI Failover

s Search: Search:
| ﬂ " Interfaces 7
— - Mirror_0o0 -
ctho
ethl

eth2 (bond0)
eth3 (bond0)
bond0o

1]

e
| &4 ” iscsI Failover r’i ?

etho
ethl Failover manager & ?

bondo
SEEIEE zEEIES

At this point both nodes are
2 In order to delegate (switch) active server state to the passive server click the
ready tO Start the Fallover Manual failover button. This will initiate a failover event and switch the primary

SeI’Vice server to suspend mode, while the secondary server will be promoted to
active mode, Flease note this will stop the volume replication process,

Manual failover

Product is activated.
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Address P:192.168.0.220

t& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b netwark ¥ iSCSI Failover

I ﬂ Interfaces Q ?

————

etho —
eth1
eth2 (bond0)
eth3 (bond0)
bond0o

Failover manager

A R
I ﬂ iScSI Failover ((}/? o e
E etho Configuration of bath nodes finished successfully, @

ethl

After clicking the button
bondo

configuration of both nodes will N

be complete

In order to delegate (switch) active server state to the passive server dick the
Manual failover button, This will initiate a faillover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Flease note this will stop the volume replication process.

NOTE: [ onu fiover |
You can now connect via your iSCSI initiator and use
your targets via the Virtual IP address e.g. |
192.168.10.230 (For example, in a Microsoft Windows wE— TT—

environment, download Microsoft iISCSI Initiator ver 2.0 T T

or later). -
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Address IP:192.168.0.220

“ apf'ﬂ-f' ENTERPRISE CLASS STORAGE 05 for EVERY BUSINESS

SETUP COMNFIGURATION MAINTENAMNCE STATUS HELP

8. Start Failover Service

DATA STORAGE SOFTWARE V6

After start Failover, check the
status in Failover status
function. All must read OK. In
the task status, the destination
volume must be consistent

iSCSI Failover/Volume Replication

You are here: SETUP b network ¥ iSCSI Failover

I ﬂ ! Interfaces r’i &l

>

Failover status

etho
ethl
eth2 (bond0)
eth3 (bond0})

bond0

‘ 34 iSCSI Failover |} /?

etho
ethl
bond0

Global status
Service running
Mode status
Ping node

Communication via:

ethl
bondo

Task status

@ Mirror_00

Connection:

Source info:
Logical volume:

Consistency:

Destination info:

Logical volume:
Consistency:

IP address:

ok

primary/active

running

Connected

w0000

Consistent

Ivoooo
Consistent

192.168.1.221

Failover configuration

Event Viewer:

Product is

Diata Storage Software W6 - All rig
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Address IP:192.168.0.220

l& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

9. Test Failover Function

R |
X
X
3

You are here: SETUP b netwark ¥ iSCSI Failover

AT = : =
| ﬂ Interfaces R? Mirror_00

etho
ethl
eth2 (bond0)

eth3 (bondD)

bond0

=
iﬁ " iSCSI Failover ’1 &

etho Failover manager a7
E ethl
bond0
o ]

. : In order to delegate (switch) active server state to the passive server dick the
ln Order to teSt Fallover n Manual failover button, This will initiate a faillover event and switch the primary
Manual Fallover funCtIOH server to suspend mode, while the secondary server will be promoted to

) ! ! active mode. Flease note this will stop the volume replication process.
click on the — SR
button.

Product is activated,
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Primary node 9. Test Failover Function
Address 1P:192.168.0.220

& apm-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENAMNCE

DATA STORAGE SOFTWARE V6

STATUS HELP
You are here: SETUP b network ¥ iSCSI Failover

: ﬂ ! Interfaces ]r?

=
etho "
ethl
eth2 (bond0)
eth3 (bond0}
bond0

Failover manager

i P
e
| 3‘:4 iSCSI Failover ({7 o o
etho /7 Server is in suspend mode. 0
ethl
E bondo

After clicking on the

button, primary node
enters suspend mode

In order to delegate (switch) active server state to the passive server dick the
Manual failover button, This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Flease note this will stop the volume replication process.

Manual failover

Product is

Data Starage Software V6 - All rights
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Address IP:192.168.0.220

& apen-e ENTERPRISE CLASS STORAGE 0 for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENAMNCE STATUS HELP

You are here: SETUP b netwark ¥ iSCSI Failover

: ﬂ “ Interfaces R? Failover status

etho
ethl
Global stat
eth2 (bondo) el
eth3 (bond0) =) Service running suspend

The Failover status function / 3 tiode status inactive
shows the Global status of the / Ping nods ok

primary node. Status service is

\

Communication via:

in suspend mode and the node sthi unknown |
IS InaCtlve bondn unknown
Task status
o Mirror_00 stopped
| é_‘z iSCSI Failover Q &
E etho
ethl
bohdo Failover configuration

o Info

While a failover is turned on, you cannot make changes to its
configuration.

¥ Enable iSCSI failover functionality
& Primary node on localhost
Secondary node IF; [192.188.2.221 |

Fing node IF: [192.168.2.108 |

Show advanced =

Product is a

Diata Storage Software W6 - all righ
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Address [P:192.168.0.221

l& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network ¥ iSCSI Failover

|»

Failover status

A mterfaces  (R[?

etho
ethil
eth2? (bond0) Global status

E::]Sdébundl]) =) Service running degraded

In Failover status function Ly g p—_m—

Global status shows the status % — ok
of the secondary node. The TG eTa:

service status is degraded and bondo fallad
Node status is active. eth1 fallad

Task status

\

o Mirror_00_reverse stopped

T T e e e
| 3‘:4 isCsI Failover [ R/7?

etho
ethl
bond0

Failover configuration

o Info

While a failover is turned on, you cannot make changes to its
configuration.

¥ Enable iSCSI failover functionality
© Primary node on localhost
Secondary node IF: | |

Fing nade IP: [192.162.2.106 |

Show advanced =

Product is acti

Data Storage Software W6 - All righ



Synchronous Volume Replication with Failover over a LA

apen-e

Data Server (DSS2 ' '
ata Server (DSS2) 10. Run Failback Function

Secondary node
Address 1P:192.168.0.221

l& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network ¥ iSCSI Failover

[ eriaces (12 exzm

—

etho

ethl

eth2 (bond0)
eth3 (bond0})
bond0

Failover manager

o Info @

Your node is now active

o Info

When in secondary mode, the start and stop buttons control this node
only. Please use the relevant buttons on the primary node to control both

nodes,
ey A start ; P stop
: : 4 iscst Failover (R /7 [ stat T
In order to run Failback in I
Failover manager function 2::}2 In order to synchronize data from the secondary/active server to the primary
bondo server, click the Sync volumes button,

click on the

button first.

Clicking the Failback button will return the active server state to the primary
server, while the secondary server will return to passive mode. Please note
this is only possible when the participating volumes are in sync. After the
failback has been completed, the primary server is ready for another failover.

o

Product is activated,

Ciata Storage Software W6 - All rights reserved
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After synchronization the task

status of the destination volume

Address [P:192.168.0.221

10. Run Failback Function

“ gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION

You are here: SETUP b network ¥ iSCSI Failover

MAINTENANCE STATUS HELP

Failover status

e
I m Interfaces “ri &
etho
ethl

eth2 (bond0)
eth3 (bond0)
bond0o

i ———ea
‘ 34 iSCSI Failover ,q &

etho
ethl
bond0

Global status

Service running degraded
Mode status secondary/active
Ping node ok

Communication via:
bondo failed
ethl failed
Task status
@ Mirror_00_reverse running

Cannection: Connected

Source info:
Logical volume: lvOooo

Consistency: Consistent

Destination info:

must be Consistent

Logical volume: lvOooo
‘)CDnsistency: Consistent
IP address: 192,168.1.220

Failover configuration

Product is activated.
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Secondary ngde ! 10. Run Failback Function

Address [P:192.168.0.221
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SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network ¥ iSCSI Failover

_—— [ amly
| @ Interfaces *"i &

etho
ethl
eth2 (bond0)

eth3 (bondo) Failover manager YL
bond0o

o Info

Yolume replication process started, Please go to Failover Status to 0
check the status of your tasks.

o Info

\When in secondary mode, the start and stop buttons control this node
only. Please use the relevant buttons on the primary node to control both
nodes.

A e
1 Falover (1} ?

|
ot In order to synchronize data from the secondary/active server to the primary
bondo server, click the Sync volumes button,

Sync volumes

Clicking the Failback button will return the active server state to the primary

|n Order tO return the aCtlve server, while the secondary server will return to passive mode. Flease note
this is only possible when the participating volumes are in sync. After the

Server State tO the Pfimary failback has been completed, th primary server is ready for another failover,
server click on the g Foiback |

button




Synchronous Volume Replication with Failover over a LAN gpen-e

apen-e

Data Server (DSS1) . .
Primary node 10. Run Failback Function
Address IP:192.168.0.220
“ gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network ¥ iSCSI Failover

| @ Interfaces q P
After clicking on otho

ethl

butto_n (in Failover manager ethz (bando)
function on Secondary node) bondo
Primary node is now active. . .

Failover manager S ?

AT T
lg':ﬁ iScSI Failover ((}/? o Info Q

E etho Your node is now active

ethl
bond0

In order to delegate (switch) active server state to the passive server dick the
Manual failover button, This will initiate a failover event and switch the primary
server to suspend mode, while the secondary server will be promoted to
active mode. Flease note this will stop the volume replication process.

Manual failover

Product is activated.
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Data Server (DSS1 . .
Primary nodé ! 10. Run Failback Function

Address P:192.168.0.220

& gpen-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V6

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network ¥ iSCSI Failover

| @ © Interfaces q ./? Failover status
etho
i (bondo) Global status
_ _ _ _ Sie (end Service running ok
Primary node is active again e e
and ready for Failover. — of
Communication via:
ethl ok —
bondo ok
iSCSI Failover/Volume Replication Task status
@ wirror_oo running

U R S
. ﬂ iSCSI Failover ‘1 ?

etho
ethl
bond0

Failover configuration

o Info

While a failover is turned on, you cannot make changes to its
configuration.

The Conflguratlon and testlng Of ¥ Enable iSCSI failover functionality

& Primary node on localhost

ISCSI Failover/Failback is now Secondannodeif EemaEe |

Fing node TP: [1971RR.2.10A |

Complete. Show advanced >

Event Viewer: Product is activated,
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Thank You!
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